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Subproyecto 1: Documento de posicionamiento: inteligencia
artificial en la investigacion sanitaria

Resumen ejecutivo

Los Institutos de Investigacidon Sanitaria del Instituto de Salud Carlos Il establecen mediante este
documento su posicidn comun sobre el uso de inteligencia artificial en la generacién de
conocimiento cientifico y la gestidn de datos sanitarios. Nos comprometemos a desarrollar una IA
centrada en el paciente, transparente, equitativa y basada en evidencia cientifica sélida. Este
compromiso se materializa en seis principios éticos fundamentales —beneficencia y no
maleficencia, equidad y justicia, transparencia y explicabilidad, privacidad y proteccién de datos,
responsabilidad, y supervision humana— que guiaran el disefio de estudios, la gestion de datos, el
desarrollo de modelos y la comunicacién de resultados. La hoja de ruta contempla acciones
inmediatas (creacion de grupos de trabajo, formacion urgente, protocolos de datos), objetivos a
corto plazo (politicas comunes, proyectos piloto, infraestructuras federadas) y metas a medio-largo
plazo (consolidacién de buenas practicas, escalado de soluciones validadas, posicionamiento
internacional). Este posicionamiento se coordina con los subproyectos especificos del Grupo de
Trabajo 5, dedicados al marco regulatorio y de datos, a la guia operativa para proyectos y a la
implementacién institucional, que desarrollan con mayor detalle los requisitos éticos, legales y
organizativos para los IIS.

Invitamos a investigadores, instituciones, agencias financiadoras, responsables politicos vy
ciudadanos a implementar conjuntamente este marco comun. La participacion ciudadana serd
esencial para construir la confianza necesaria en estas tecnologias. Solo mediante accion
coordinada la inteligencia artificial podra cumplir su promesa de mejorar la salud de las personas
mientras respeta sus derechos fundamentales.

1. Introduccidn: un posicionamiento estratégico y necesario

La inteligencia artificial permite analizar volimenes masivos de datos sanitarios, generar
predicciones precisas, acelerar el descubrimiento de tratamientos y apoyar decisiones clinicas
complejas. Espafia cuenta con capacidades digitales significativas y la Uniéon Europea impulsa
iniciativas como la Ley de IA y el Espacio Europeo de Datos Sanitarios. Sin embargo, el potencial
transformador se ve acompafiado de riesgos relacionados con privacidad, sesgos algoritmicos,
transparencia y fiabilidad. La dispersion de esfuerzos y la ausencia de un marco comun dificultan el
aprovechamiento ordenado de esta tecnologia, razén por la cual el Instituto de Salud Carlos Ill ha
encargado este consenso para guiar el empleo responsable de la IA y alinear la estrategia nacional
con estandares internacionales.

1.1. Contexto y relevancia

La IA encuentra aplicaciones en todas las modalidades de investigacién sanitaria: basica, clinica,
traslacional, epidemiolédgica y de servicios de salud. La Unién Europea promueve innovacion
responsable mediante la Ley de IA, que clasifica sistemas segun riesgo y prohibe prdcticas como
manipulacion cognitiva o puntuacidn social. Los sistemas sanitarios se consideran de alto riesgo,

8
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implicando requisitos estrictos. El Espacio Europeo de Datos Sanitarios facilitara acceso a historiales
clinicos transfronterizos y uso secundario de datos para investigacién con garantias de privacidad.
Espaia, con su digitalizacidon sanitaria, esta bien posicionada para liderar esta implementacion,
aunque debe abordar retos de gobernanza, financiacidon, competencias digitales, calidad de datos
e interoperabilidad.

1.2. Justificacion del consenso

La IA puede mejorar prevencion, diagndstico y tratamiento, pero también amplificar sesgos o
generar resultados opacos. El RGPD y la LOPDGDD establecen principios operativos de licitud,
transparencia, minimizacion de datos, exactitud, limitacién temporal, integridad y confidencialidad,
requiriendo seudonimizacion, privacidad desde el disefio, y consentimiento informado explicito
para investigaciéon biomédica. La Ley de IA considera de alto riesgo los sistemas en dispositivos
médicos, obligando a cumplir requisitos estrictos de seguridad y rendimiento. Frente a este
panorama regulatorio complejo y evolutivo, los institutos consideramos necesario un
posicionamiento conjunto que oriente la investigacién y promueva un uso ético, responsable y
alineado con la normativa.

1.3. Objetivos, alcance y publico destinatario

El objetivo principal es proporcionar un marco de referencia comun para la utilizacién responsable
de IA en investigacidon sanitaria bajo el ambito del ISCIIl. Buscamos armonizar definiciones,
identificar oportunidades y desafios, establecer principios éticos, explicar el marco regulador y
ofrecer guias practicas. El alcance incluye investigacion basica, clinica, traslacional, epidemiolégica
y de servicios de salud. Los destinatarios son direcciones cientificas, investigadores, técnicos,
gestores, responsables de gobernanza, comités de ética, agencias financiadoras, autoridades
sanitarias y ciudadania interesada. En particular, las agencias financiadoras encontraran en este
documento criterios de referencia para incorporar requisitos explicitos de ética, seguridad, equidad
y gobernanza de la IA en las convocatorias competitivas y en la evaluacidn de proyectos.

1.4. Metodologia de elaboracidon y consenso

El consenso se elaboré mediante proceso deliberativo liderado por el Instituto de Investigacién
Sanitaria Galicia Sur y el Instituto de Investigacidn Sanitaria San Carlos. Se revisaron marcos éticos
de OMS y UNESCO, normativa vigente en proteccion de datos, dispositivos médicos, investigacion
biomédica y ciencia, y se analizaron experiencias nacionales e internacionales. El borrador se
compartid con los miembros del grupo de trabajo de IA de la Alianza de Institutos para incorporar
aportaciones. Asimismo, los institutos se comprometen a revisar y actualizar este posicionamiento
con una periodicidad aproximada de dos afios, integrando cambios regulatorios, avances
tecnoldgicos y experiencia acumulada en la red.

2. Conceptos clave para un entendimiento comun

La comunicacidon efectiva entre disciplinas requiere lenguaje compartido. La
designa técnicas computacionales que permiten a sistemas realizar tareas que tipicamente
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requieren razonamiento, aprendizaje, percepcién o interaccién adaptativa. El

(machine learning) se refiere a algoritmos que encuentran patrones en datos y mejoran
con la experiencia sin programacion explicita para cada tarea. El (deep
learning) constituye un subconjunto basado en redes neuronales con multiples capas que
representan informacion jerdrquicamente. La describe modelos que producen
contenido novedoso como textos o imdagenes. El término se refiere a conjuntos de datos
caracterizados por gran volumen, diversidad y velocidad de generacion. Los

estiman probabilidad de eventos futuros a partir de datos histdricos.
Por coherencia terminolégica, todas las siglas se utilizan tras definir previamente el término
completo en castellano y se mantienen de manera sistemdtica los acrénimos oficiales de la
normativa europea y espafiola a lo largo del documento.
En este consenso, lainvestigacion sanitaria abarca modalidades complementarias: basica
(mecanismos bioldgicos fundamentales), clinica (estudios con personas o muestras bioldgicas
humanas), traslacional (traslado de hallazgos al paciente), epidemioldgica (distribucién vy
determinantes de enfermedades en poblaciones) y de servicios de salud (organizacion y eficiencia
de sistemas sanitarios). La IA puede actuar en todas estas areas con consideraciones metodoldgicas
y éticas especificas en cada caso.
[Ver Tabla 1: Definiciones operativas de conceptos fundamentales]

3. Diagndstico estratégico: oportunidades, capacidades y desafios

3.1. Estado del arte

Las aplicaciones de IA en investigacion sanitaria demuestran potencial transformador. En analisis
de imdagenes médicas, los algoritmos alcanzan precision comparable o superior a especialistas
humanos en deteccién de patologias. En gendmica y medicina de precision, la IA identifica variantes
asociadas a enfermedades complejas mediante andlisis de millones de variaciones. En
farmacologia, acelera significativamente el descubrimiento de compuestos al predecir propiedades
moleculares y simular interacciones. Los sistemas predictivos se aplican en epidemiologia para
anticipar brotes y modelizar evolucidn de epidemias. En gestidn de servicios, optimizan asignacién
de recursos y mejoran logistica hospitalaria. Aunque estas aplicaciones han demostrado viabilidad
técnica en condiciones controladas, muchas permanecen en fase experimental y requieren
evaluacidon clinica rigurosa. La publicacién de guias como SPIRIT-Al, CONSORT-AI, TRIPOD-AI,
STARD-Al y CHART refleja el reconocimiento de la necesidad de estandares especificos que
aseguren investigacién robusta, transparente y reproducible.

3.2. Oportunidades y capacidades en el sistema espanol

El sistema espafnol posee activos valiosos: biobancos integrados en la Red Nacional que ofrecen
muestras bien caracterizadas vinculadas a datos clinicos longitudinales, redes de datos clinicos del
SNS con potencial significativo cuando se superen desafios de interoperabilidad, la Red Espafiola
de Supercomputacidn y centros de anadlisis de datos que aportan capacidad de procesamiento
esencial. El EHDS conectara historiales clinicos a escala europea permitiendo uso secundario de
datos seudonimizados para investigacion con prohibicion de usos dafiinos. Espafa estd
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relativamente bien posicionada por su digitalizacion sanitaria, aunque persisten desafios: la
gobernanza de datos requiere mayor flexibilidad, la financiacion de infraestructuras debe
asegurarse establemente, las competencias digitales necesitan fortalecerse, la calidad de datos
clinicos debe mejorar y la interoperabilidad técnica y semantica requiere inversidn sostenida.
Existen ejemplos concretos de uso exitoso en proyectos de hospitales e institutos que han mejorado
deteccién de enfermedades raras y andlisis de imdgenes radioldgicas, demostrando no solo
potencial técnico sino también disposicidn del sistema.

3.3. Desafios transversales

El desarrollo responsable enfrenta desafios que cruzan multiples dominios.

la calidad y representatividad de datos son determinantes. Los conjuntos
pueden contener sesgos de multiples fuentes (seleccidn, medicidn, confusion) que se propagan vy
amplifican en modelos resultantes. La ausencia de estandares para preparacion de datos limita
reproducibilidad. El entrenamiento y validacién requieren metodologia rigurosa con separacién
estricta entre datos de desarrollo y evaluacién, validacion cruzada apropiada, y pruebas de
generalizacién en poblaciones distintas.

, los sesgos y la equidad son preocupaciones centrales. La IA puede
perpetuar desigualdades si no se evallan datos y modelos con perspectiva de género, diversidad
étnica, diferencias por edad y determinantes socioecondmicos. Un modelo entrenado
predominantemente con datos de poblacidn masculina puede funcionar peor en mujeres; sistemas
desarrollados con datos de hospitales urbanos de nivel terciario pueden no generalizar a entornos
rurales. La protecciéon de privacidad esta regulada por RGPD y LOPDGDD, que exigen minimizacion
de datos, transparencia, seudonimizacion y consentimiento informado. La seudonimizacién vy
anonimizacién presentan desafios técnicos considerables: la combinacion de multiples variables
aparentemente inocuas puede permitir reidentificacion. La aceptacién social depende criticamente
de la confianza en que la |A respeta derechos fundamentales, se utiliza para beneficio colectivo, y
permanece bajo supervision de profesionales cualificados.

, se requiere coordinacién entre instituciones y
agilizacién de procesos normativos. La Ley de IA impone requisitos estrictos a sistemas de alto
riesgo: gestidon formal de riesgos, gobernanza rigurosa de datos, documentacidn técnica exhaustiva,
transparencia, mecanismos de supervision humana, métricas validadas de precisién y robustez, y
salvaguardas de ciberseguridad. El Reglamento de Dispositivos Médicos establece que sistemas de
IA utilizados como componentes de seguridad deben someterse a evaluacién de conformidad y
vigilancia postcomercializacién continua. Los institutos deben establecer politicas claras, comités
éticos con competencia en IA, y unidades especializadas de soporte. La financiacion y formacién
son factores criticos: la escasez de recursos humanos especializados y mecanismos de carrera
limitan la velocidad y calidad del desarrollo. La reforma de la Ley de la Ciencia aborda parcialmente
estas cuestiones reforzando financiacion estable, introduciendo itinerarios profesionales flexibles,
y estableciendo requisitos de igualdad de género.

[Ver Figura 1: Marco Etico para IA en Investigacion Sanitaria]

4. Marco ético y regulatorio para una inteligencia artificial
responsable
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4.1. Principios éticos fundamentales para los institutos

El desarrollo de IA en investigacion sanitaria se guiara por seis principios éticos que constituyen
compromisos operativos, no aspiraciones abstractas. La establece
gue los proyectos deben maximizar el beneficio para la salud mientras minimizan activamente el
riesgo de dafos, requiriendo evaluacidon cuidadosa de si el uso de IA es apropiado frente a
alternativas mas simples, consideracion de consecuencias no intencionadas, y disefio de
salvaguardas.

exige evitar perpetuar o amplificar sesgos y desigualdades. Las tecnologias
desarrolladas deben beneficiar a todas las personas sin discriminacion. Esto requiere
representacién adecuada de poblaciones diversas en datos de entrenamiento, evaluacién
desagregada del rendimiento en diferentes subgrupos, y ajustes cuando se detecten disparidades
injustificadas. La equidad en IA no significa tratar a todos exactamente igual sino asegurar que nadie
se vea sistemdticamente desfavorecido.
La implica que los modelos deben ser comprensibles para
profesionales y, en la medida posible, para pacientes afectados. Aunque ciertos modelos de
aprendizaje profundo son inherentemente complejos, existen técnicas de IA explicable que pueden
clarificar qué factores influyen en las predicciones. La transparencia se extiende a datos utilizados,
métodos de desarrollo, limitaciones conocidas, y resultados de evaluaciones. Esta apertura facilita
escrutinio critico y genera confianza necesaria para adopcion clinica.
La requiere salvaguardar identidad y derechos de personas cuyos
datos se utilizan. El cumplimiento del RGPD implica implementar minimizacién de datos, adoptar
técnicas de seudonimizacidn o anonimizacién cuando sea apropiado, establecer periodos de
retencién limitados con destruccién segura posterior, y disefiar sistemas con privacidad
incorporada desde el inicio (privacy by design).
La implica que investigadores e instituciones asumen
responsabilidad de resultados y pueden auditar modelos para comprender decisiones especificas.
Deben existir cadenas claras de responsabilidad que identifiquen quién es responsable de cada fase
del desarrollo y uso de sistemas. Cuando se detectan errores o consecuencias no intencionadas,
deben existir mecanismos para corregirlos, aprender de ellos y comunicarlos apropiadamente.
La significa que decisiones criticas, especialmente aquellas que
afectan directamente a salud o derechos de personas, deben mantener intervencién y control de
profesionales capacitados. Los sistemas de IA son herramientas de apoyo a la decisién humana, no
sustitutos de ella. Los profesionales deben comprender capacidades y limitaciones de los sistemas
que utilizan, poder cuestionar y anular recomendaciones algoritmicas cuando su juicio clinico asi lo
indique, y ser capaces de explicar y justificar sus decisiones a los pacientes.
Estos principios se alinean con los marcos éticos de OMS y UNESCO, que subrayan la proteccién de
la autonomia humana, la promocién del bienestar y el interés publico, el aseguramiento de
transparencia e inteligibilidad, el fomento de responsabilidad clara, la garantia de inclusividad y
equidad, y la promocién de IA responsiva a necesidades reales y sostenible a largo plazo.

4.2. Marco regulatorio y legal aplicable

La establece un enfoque basado en riesgos. Prohibe
aplicaciones de riesgo inaceptable (manipulacién conductual subliminal, explotacidon de
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vulnerabilidades, puntuacién social, identificacion biométrica en tiempo real en espacios publicos).
Los sistemas de alto riesgo, categoria que incluye aplicaciones sanitarias, deben cumplir requisitos
estrictos: gestion de riesgos, gobernanza de datos (conjuntos de entrenamiento de alta calidad,
representativos, sin sesgos), documentacién técnica exhaustiva, transparencia hacia usuarios,
disefio que permita supervision humana efectiva, y precisiéon, robustez y ciberseguridad
demostradas. La ley reconoce que sistemas de IA incorporados en dispositivos médicos deben
cumplir requisitos de ambos marcos regulatorios (Ley de IA y Reglamento de Dispositivos Médicos).
La (Espafia) afirma integridad y dignidad humana,
garantiza autonomia y consentimiento informado, prohibe discriminacién, asegura
confidencialidad y exige donacién libre de materiales bioldgicos. La

refuerza financiacion estable, introduce contratos indefinidos, crea itinerarios
postdoctorales, y obliga a instituciones a implementar planes de igualdad y protocolos contra
acoso.
El establecen principios vinculantes de licitud, transparencia, minimizacién de
datos, exactitud, limitacidon temporal, integridad y confidencialidad. Para investigacion biomédica
se requiere consentimiento informado especifico. Las evaluaciones de impacto en proteccion de
datos son obligatorias cuando el tratamiento pueda implicar alto riesgo para derechos de las
personas.
La ha publicado directrices para modelos multimodales que enfatizan riesgos de privacidad,
necesidad de evaluaciones de impacto, técnicas de preservacion de privacidad (privacidad
diferencial, aprendizaje federado), y corresponsabilidad entre desarrolladores y proveedores.

La articula principios de proporcionalidad, equidad, autonomia, privacidad, seguridad,
transparencia, responsabilidad, sostenibilidad, supervision humana y alfabetizacién.
El busca permitir que ciudadanos accedan y controlen sus

historias clinicas en toda la UE (uso primario) y habilitar que datos anonimizados o seudonimizados
se utilicen para investigacion, innovacién y formulacion de politicas (uso secundario), con
prohibicion expresa de usos para decisiones perjudiciales o discriminacién. La implementacién
requerird estructura de gobernanza compleja e infraestructura técnica paneuropea. Espafia tiene
oportunidad de ejercer liderazgo, aunque debe abordar desafios de gobernanza, financiacidn,
capacidades técnicas, calidad de datos, interoperabilidad y educacién.

En este marco, el Espacio Europeo de Datos Sanitarios (EHDS) distingue entre uso primario de datos,
orientado a garantizar una atencién sanitaria transfronteriza adecuada, y uso secundario, que
obliga a los tenedores de datos de salud a ponerlos a disposicidn para fines legitimos definidos mas
alla de la mera investigacion, como salud publica, planificacidn y evaluacién de politicas.

Los Institutos de Investigacion Sanitaria asumen que la participacion en el EHDS requiere
mecanismos robustos de rendicion de cuentas, canales de comunicacion accesibles para personas
y organizaciones que deseen formular consultas o reclamaciones, y una documentacion clara de
responsabilidades en cada flujo de datos y proyecto basado en IA.

5. Guia de buenas practicas en el ciclo de vida de la investigacion
con inteligencia artificial

El desarrollo responsable de IA requiere atencidn cuidadosa a lo largo de todo el ciclo de vida del
proyecto, desde la concepcidn inicial hasta la difusion de resultados. La ética debe integrarse desde
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el disefio, no anadirse posteriormente como requisito administrativo. Los estudios deben definir
objetivos claros que justifiquen el uso de IA frente a métodos mas simples, identificar
tempranamente riesgos potenciales, e involucrar equipos multidisciplinarios que incluyan
cientificos de datos, clinicos, epidemidlogos, especialistas en ética y representantes de pacientes.
La calidad de los datos determina fundamentalmente la calidad de los modelos. Se deben
establecer criterios para asegurar que los datos son representativos de la poblacién diana,
minimizar errores y valores perdidos, y cumplir rigurosamente con RGPD y LOPDGDD mediante
minimizacién de datos, seudonimizacién, y consentimiento informado explicito. La gestidon debe
incluir documentacion exhaustiva del origen, contexto clinico y transformaciones de los datos, con
mecanismos de monitorizacidén de equidad y calidad a lo largo del tiempo.

El desarrollo de modelos debe mitigar proactivamente sesgos mediante técnicas como repesado
de muestras, aprendizaje justo, o calibracion por subgrupos. La validacién rigurosa requiere
conjuntos de datos independientes, siendo la validacién externa en poblaciones o contextos
diferentes el estandar oro para evaluar generalizacidn. Las métricas deben evaluarse de manera
desagregada por subgrupos relevantes para detectar disparidades.

La implementacidn experimental requiere supervisiéon continua mediante comités que monitoricen
el impacto del sistema y garanticen que no vulnera derechos. La supervisién humana efectiva es
esencial: los sistemas deben proporcionar informacién comprensible, alertar cuando la
incertidumbre es alta, y permitir intervencion humana facil y rapida.

La difusién de resultados debe seguir estdndares de transparencia y reproducibilidad (CONSORT-
Al, SPIRIT-Al, TRIPOD-AI, STARD-AI, CHART). Es importante registrar protocolos en repositorios
publicos, describir detalladamente algoritmos, datos y métricas, reportar honestamente
limitaciones y resultados negativos, y facilitar acceso a modelos y cddigos cuando sea posible. La
autoria debe reflejar todas las contribuciones sustanciales, incluyendo las de pacientes vy
ciudadanos.

[Ver Tabla 2: Guia de buenas prdcticas en el ciclo de vida]

6. Posicionamiento y recomendaciones estratégicas de los
institutos

6.1. Declaracion de principios rectores

Los Institutos de Investigacién Sanitaria del Instituto de Salud Carlos lll nos comprometemos a
promover una inteligencia artificial centrada en las personas, basada en evidencia cientifica,
transparente, equitativa y responsable. Este compromiso implica respetar derechos fundamentales
y dignidad de las personas en todas nuestras actividades, asegurar calidad y robustez de los estudios
mediante metodologia rigurosa, valorar la diversidad de datos y contextos clinicos, y fomentar
rendicién de cuentas mediante mecanismos claros de responsabilidad.

Una IA centrada en las personas significa que todas las decisiones tecnoldgicas, metodoldgicas y de
implementacién priorizaran el bienestar humano por encima de consideraciones técnicas o
econdmicas. Cada sistema se disefiara considerando necesidades reales de pacientes, profesionales
sanitarios y comunidades. La IA no es un fin en si misma sino una herramienta al servicio de la salud
publica y el progreso cientifico.
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Basar nuestro trabajo en evidencia cientifica significa que todos los sistemas se fundamentaran en
datos validados, metodologias rigurosas y resultados reproducibles. Rechazamos aproximaciones
especulativas o impulsadas exclusivamente por intereses comerciales que carezcan de sustento
empirico sélido. Promoveremos cultura de investigacion donde validacion externa, revisién por
pares y publicacion abierta sean practicas estandar.

La transparencia se erige como principio cardinal. Fomentaremos desarrollo de sistemas explicables
gue permitan comprender como se llega a conclusiones o recomendaciones. Esta transparencia se
extendera a aspectos técnicos de algoritmos y a procesos de toma de decisiones institucionales,
criterios de seleccién de proyectos y fuentes de financiacién, garantizando integridad cientifica y
confianza publica. Equilibraremos la transparencia con consideraciones legitimas como proteccién
de datos personales, confidencialidad cuando existan colaboraciones que lo requieran, y seguridad
cuando la divulgaciéon pudiera crear riesgos.

La equidad requiere atencién especial a posibles fuentes de sesgo y discriminacion.
Implementaremos mecanismos de auditoria que identifiquen y corrijan sesgos algoritmicos,
asegurando que los beneficios lleguen a todos los segmentos de la poblacién sin excepcidn.
Reconocemos que los sistemas pueden perpetuar o amplificar desigualdades existentes si no se
disefian con conciencia critica sobre disparidades en salud relacionadas con género, etnia, nivel
socioecondmico, edad o ubicacion geografica. Por ello, se promovera la recogida y el andlisis de
datos desagregados que incluyan variables de diversidad étnica y social, nivel socioeconémico y
contexto asistencial, siempre con garantias adecuadas de privacidad y proporcionalidad.

La responsabilidad implica establecer cadenas claras de rendicién de cuentas donde se identifiquen
responsables de cada fase del ciclo de vida de un sistema, desde disefio y desarrollo hasta
implementacién y monitorizacion. Esto incluye capacidad de rastrear decisiones, documentar
procesos y responder ante posibles errores o consecuencias no previstas. Desarrollaremos marcos
de gobernanza que definan roles, responsabilidades y mecanismos de supervisién efectivos.

El respeto a derechos fundamentales y dignidad de las personas constituye un limite infranqueable
gue ninguna innovacién tecnoldgica puede traspasar. Garantizaremos que todos los proyectos se
sometan a evaluaciones éticas rigurosas que consideren no solo beneficios potenciales sino
también riesgos para derechos individuales y colectivos, incluyendo privacidad, autonomia,
consentimiento informado, no discriminacion y proteccién de datos personales sensibles.
Reconocemos la necesidad imperiosa de colaboracién interinstitucional y didlogo con la sociedad
para construir confianza y legitimidad. Los desafios que plantea la IA trascienden capacidades de
cualquier institucion individual. La investigacion requiere convergencia de multiples disciplinas:
medicina, informatica, estadistica, ética, derecho y ciencias sociales. Esta interdisciplinariedad solo
puede lograrse mediante alianzas estratégicas que permitan compartir conocimientos, recursos e
infraestructuras entre institutos, universidades, hospitales, organismos reguladores vy
organizaciones de pacientes.

El didlogo con la sociedad representa un compromiso con democratizacién del conocimiento y
participacién ciudadana en definicion de prioridades de investigacidn. Desarrollaremos estrategias
de comunicacidn publica que expliquen de manera accesible qué es la IA, cdmo se aplica en salud,
qué beneficios puede aportar y qué riesgos conlleva. Este didlogo serd bidireccional, creando
espacios genuinos de escucha donde preocupaciones, expectativas y valores de la ciudadania
informen decisiones de investigacion. La participacién de asociaciones de pacientes sera
especialmente crucial.
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Reconocemos también la importancia de sostenibilidad e impacto ambiental de la investigacion. El
entrenamiento de modelos de aprendizaje profundo consume cantidades significativas de energia
y genera emisiones de carbono considerables. Adoptaremos practicas de computacidn sostenible:
optimizacion de algoritmos, uso de infraestructuras eficientes energéticamente, preferencia por
centros de datos alimentados con energias renovables, y consideracién del impacto ambiental
como criterio en evaluacién de proyectos. En coherencia con este principio, los proyectos
estratégicos de IA deberdn estimar y monitorizar su consumo energético y huella de carbono,
integrando estos indicadores en la priorizacidn, financiacién y seguimiento de las actuaciones.

6.2. Recomendaciones para el personal investigador y los grupos de
investigacion

Los investigadores deben desarrollar competencias en IA, ética y proteccidn de datos mediante
formacién estructurada y continua. Necesitamos programas que aborden diferentes niveles, desde
cursos introductorios hasta avanzados, con énfasis en aplicaciones prdcticas en salud. La formacién
en ética debe integrarse transversalmente, desarrollando sensibilidad para identificar dilemas
potenciales. La proteccién de datos requiere formacidn especializada en principios del RGPD,
técnicas de anonimizacion y pseudonimizacién, y responsabilidades legales.

La colaboracidon con expertos de distintas disciplinas y con pacientes es esencial para definir
preguntas relevantes. Las preguntas mds importantes surgen frecuentemente en intersecciones
entre disciplinas. Debemos crear estructuras que faciliten estas colaboraciones mediante grupos
multidisciplinarios, espacios compartidos, seminarios interdisciplinarios y sistemas de evaluacion
gue reconozcan contribuciones interdisciplinarias. La participaciéon de pacientes representa un
cambio paradigmdtico: pasan de objetos pasivos a participantes activos y co-creadores del
conocimiento, aportando perspectivas Unicas sobre qué problemas son prioritarios y qué
resultados son verdaderamente importantes.

Es esencial disefiar estudios con protocolos claros utilizando guias como SPIRIT-Al y TRIPOD-AI,
adoptar buenas practicas de recoleccidn y gestidn de datos, y documentar meticulosamente cada
fase. Un protocolo de investigacion en IA debe especificar objetivos, caracteristicas de la poblacién,
fuentes de datos, métodos de preprocesamiento, técnicas de IA empleadas, procedimientos de
validacién, métricas de rendimiento, consideraciones éticas y proteccién de datos, y planes de
difusion.

Los equipos deben evaluar modelos con criterios de equidad y reproducibilidad, someter proyectos
a revisién ética rigurosa, y comunicar hallazgos de forma transparente. La evaluacién de equidad
requiere ir mas alld de métricas agregadas para examinar rendimiento en diferentes subgrupos
mediante analisis de paridad demografica, paridad de oportunidades y paridad predictiva. La
reproducibilidad requiere establecer semillas aleatorias, documentar exhaustivamente
hiperparametros y decisiones de disefio, utilizar entornos computacionales controlados, compartir
codigo completo, y publicar resultados negativos. En los usos asistenciales o de apoyo a la decision
clinica se recomienda fijar umbrales cuantitativos minimos de rendimiento (por ejemplo,
sensibilidad, especificidad, precision, F1 o coeficiente kappa) y documentar su cumplimiento antes
de cualquier despliegue o escalado.

La comunicacidn transparente implica reportar no solo éxitos sino también limitaciones, fracasos y
incertidumbres, evitando "hype" y afirmaciones exageradas. El principio de ciencia abierta
promueve publicacion en acceso abierto, depdsito de preprints, comparticion de datos de
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investigacion con salvaguardas de privacidad, y publicacién de cddigo fuente. La igualdad de género
y diversidad deben guiar la composicidon de equipos y la seleccién de datos, reconociendo que
equipos diversos producen mejor ciencia y que la inclusién es cuestidn tanto de justicia como de
excelencia.

6.3. Recomendaciones para la implementacidn institucional en los
institutos

Los institutos deben establecer politicas institucionales que incluyan principios éticos,
procedimientos de evaluacion y requisitos de transparencia. Estas politicas deben ser documentos
formales aprobados por érganos de gobierno que establezcan el marco normativo interno, no como
declaraciones genéricas sino como instrumentos operativos que guien decisiones concretas y
establezcan responsabilidades claras. Deben especificar cdmo se revisardn proyectos antes de su
inicio, durante desarrollo y tras finalizacion, con criterios claros para determinar qué proyectos
requieren evaluacion ética especifica para IA.

Es necesario crear unidades de apoyo en ciencia de datos y proteccion de datos que asesoren a
grupos de investigacion. Una unidad de ciencia de datos debe reunir expertos en estadistica
avanzada, aprendizaje automatico, ingenieria de datos y computacién de alto rendimiento, con
funciones que incluyan asesoramiento en disefio de estudios, apoyo en seleccidon de técnicas
analiticas, desarrollo e implementacién de modelos, validacién técnica de resultados, formacion de
investigadores, gestion de infraestructuras computacionales y desarrollo de herramientas
reutilizables. Esta unidad debe trabajar en colaboracidon estrecha con grupos como socios que
participan en conceptualizacién de proyectos.

La unidad de proteccién de datos debe contar con expertos en derecho de protecciéon de datos,
seguridad de la informacién y técnicas de anonimizacidon, con funciones que incluyan
asesoramiento sobre cumplimiento del RGPD, realizacion de evaluaciones de impacto en
proteccion de datos, disefio de procedimientos de consentimiento informado, implementacion de
medidas de seguridad, gestidn de incidentes, formacion, y relacidn con autoridad de proteccidn de
datos. Debe actuar como facilitadora de la investigacion mediante soluciones practicas como
plantillas de consentimiento, procedimientos estandarizados de anonimizacién y acuerdos de
tratamiento de datos.

Las instituciones deben garantizar acceso a infraestructuras de datos y supercomputacion seguras
y fomentar interoperabilidad con el EHDS. Llas infraestructuras de datos seguras deben
implementar multiples capas de proteccidon en niveles fisicos, técnicos y organizativos, incluyendo
controles de acceso estrictos, cifrado de datos en reposo y en transito, autenticacion multifactor,
control de acceso basado en roles, auditoria exhaustiva y sistemas de deteccidn de intrusiones. El
acceso a supercomputacidén es cada vez mas necesario; los institutos deben evaluar diferentes
modelos (infraestructura propia, acceso a infraestructuras compartidas, servicios en la nube)
considerando volumen y sensibilidad de datos, necesidades computacionales, competencias
técnicas, restricciones presupuestarias y requisitos normativos.

La interoperabilidad requiere promocién activa de estandares reconocidos internacionalmente
como HL7 FHIR, DICOM, SNOMED CT, LOINC e ICD. Los institutos deben prepararse para participar
en el EHDS adaptando infraestructuras, implementando estandares de interoperabilidad,
participando en procesos de gobernanza, formando al personal y contribuyendo con sus datos al
espacio comun europeo cuando sea apropiado. En particular, se priorizara el uso de modelos de
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datos e interoperabilidad basados en estandares como OMOP, HL7 FHIR o Beacon, identificando
un estandar principal y otros complementarios en dominios emergentes o innovadores. Cuando
se utilicen datos genéticos u dmicos, los institutos mantendran la custodia en la institucién de
origen, favoreceran el procesamiento local mediante algoritmos portables y compartiran
preferentemente resultados agregados y validados.

La inversion en formacién continua y atraccion de talento es crucial. Los programas de formacién
deben estar integrados en planes de carrera con oportunidades reales de desarrollo,
reconocimiento de competencias adquiridas y progresion laboral. La atraccion de talento requiere
desarrollar estrategias integrales que enfaticen oportunidad de trabajar en problemas con impacto
social directo, libertad intelectual, ambiente colaborativo, oportunidades de formacién vy
desarrollo, estabilidad laboral, y equilibrio entre vida profesional y personal. La igualdad de género
y diversidad deben guiar seleccién y promocién mediante medidas proactivas que establezcan
objetivos cuantitativos de representacidon femenina, implementen procesos que minimicen sesgos
de género, aseguren igualdad salarial, proporcionen medidas de conciliacién, y promuevan
modelos de referencia femeninos.

6.4. Recomendaciones para la gobernanza

La gobernanza debe basarse en transparencia, responsabilidad y participacién. La transparencia
tiene multiples dimensiones: a nivel técnico implica que sistemas sean explicables; a nivel
organizativo que procesos de toma de decisiones sean abiertos; a nivel institucional que institutos
comuniquen publicamente sus politicas, proyectos desarrollados, resultados obtenidos y gestidn
de cuestiones éticas. La responsabilidad implica que existan cadenas claras de rendicion de cuentas
donde se identifiqguen responsables de diferentes decisiones y acciones. La participacidn se refiere
a inclusién de diferentes actores relevantes en procesos de gobernanza, incluyendo pacientes y
ciudadanos, profesionales sanitarios, expertos en ética, derecho y ciencias sociales, vy
representantes de grupos potencialmente afectados por sesgos.

Los institutos deberian reforzar sus comités de ética de la investigacidn y crear comités especificos
sobre IA que incluyan expertos en datos, clinicos, juristas, pacientes y ciudadanos. El reforzamiento
debe incluir formacién de miembros en particularidades éticas de IA, incorporacion de expertos
con competencias especificas, desarrollo de procedimientos y criterios especificos para evaluacion
ética de proyectos de IA, y establecimiento de procedimientos de seguimiento. La composiciéon
multidisciplinaria de comités especificos es esencial, con pacientes y ciudadanos como miembros
de pleno derecho que aporten perspectivas Unicas sobre qué riesgos son aceptables y qué
beneficios son verdaderamente valiosos. Estos comités deberian integrar, como miembros estables
o asesores ad hoc, profesionales con experiencia acreditada en ciencia de datos e inteligencia
artificial, y contar con acceso 4agil a asesoria externa en ética y gobernanza de datos.

Las funciones de estos comités deben incluir evaluacidn inicial de proyectos, supervision de
implementacién mediante seguimiento durante desarrollo, y propuesta de mejoras trabajando
constructivamente con investigadores. Los comités deben verse como aliados en blsqueda de
excelencia ética, no como obstaculos burocraticos. Ademas, los institutos promoveran un foro
permanente interdisciplinar sobre IA en salud que acompafie a los proyectos, armonice criterios
entre comités y unidades técnicas, y facilite respuestas rapidas a consultas complejas.

La gobernanza debe alinearse con la Ley de IA y con guias de OMS y UNESCO, que exigen evitar
practicas prohibidas, proteger autonomia y garantizar supervisién humana. La Ley de IA establece
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enfoque basado en riesgos con requisitos estrictos para sistemas de alto riesgo que institutos deben
cumplir mediante implementacion de sistemas de gestién de calidad, realizacién de evaluaciones
de conformidad, mantenimiento de documentaciéon técnica completa, y establecimiento de
sistemas de vigilancia.

Las politicas institucionales deben contemplar mecanismos de evaluacién periddica y rendicidn de
cuentas, asi como procedimientos para gestionar incidentes. La evaluacion periédica debe abordar
proyectos individuales durante desarrollo, al completarse y en seguimiento post-implementacioén;
programas de investigacion valorando si generan resultados valiosos, alineados con prioridades
estratégicas, utilizando recursos eficientemente y cumpliendo con principios éticos; y politicas y
gobernanza examinando si estan siendo efectivas y qué mejoras serian necesarias. En las decisiones
de adquisicidn y contratacidn de soluciones de IA se establecerdn procedimientos especificos de
gestion de conflictos de interés con proveedores, incluyendo la declaracidn publica de vinculos
previos, la trazabilidad de interacciones y la evaluacidn independiente de las propuestas.

La rendicion de cuentas implica que institutos informen regularmente sobre actividades de
investigacion en IA a diferentes audiencias mediante informes anuales que incluyan secciones
especificas sobre actividades de IA. También debe incluir mecanismos para que actores externos
puedan solicitar informacion, plantear preocupaciones o presentar quejas. Los procedimientos para
gestionar incidentes deben especificar cémo se reportan mediante canales claros con garantias de
no represalia, cdmo se evalla gravedad, qué acciones inmediatas deben tomarse, cémo se
investigan causas, qué medidas correctivas se implementan, y cdmo se comunican incidentes. La
gestion debe realizarse con cultura de aprendizaje mas que de culpabilizacion.

La coordinacién con agencias financiadoras y autoridades sanitarias es esencial para asegurar
coherencia reguladora y promover adopcién de estandares. Los institutos deben mantener didlogo
activo con agencias financiadoras para informar sobre necesidades, promover armonizacion de
requisitos, y asegurar que requisitos sean apropiados y proporcionales. La coordinacion con
autoridades sanitarias es igualmente esencial para comprender requisitos regulatorios aplicables,
anticipar cambios futuros, y contribuir con expertise técnico a elaboracién de regulaciones
apropiadas. La adopcidn de estandares técnicos y metodoldgicos es fundamental; institutos deben
participar activamente en procesos de desarrollo de estandares y promover su adopcién una vez
establecidos. Esta coordinacidon incluird la incorporacidon progresiva de requisitos explicitos de
ética, seguridad, equidad y sostenibilidad de la IA en las convocatorias, bases reguladoras y guias
de evaluacién de proyectos.

[Ver Tabla 3 en Anexo: Resumen de Responsabilidades por Actor]

7. Hoja de ruta para la implementacién (2025-2030)

La implementacion efectiva requiere planificacion temporal con prioridades claras y objetivos
alcanzables en tres fases progresivas. La calendarizacién propuesta se alinea con los hitos de
entrada en vigor de la Ley de Inteligencia Artificial de la UE, de forma que los institutos ajusten
progresivamente sus estructuras, procesos y recursos a las nuevas obligaciones regulatorias.

7.1. Acciones inmediatas (0-12 meses)

Los primeros doce meses deben centrarse en establecer fundamentos organizativos y de
conocimiento. Constituir grupos de trabajo en cada instituto con composicion multidisciplinaria
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para realizar diagndstico exhaustivo de la situacidn actual mediante inventario detallado de
capacidades existentes, identificacion de necesidades y brechas, y deteccidon de oportunidades
aprovechables. Este diagndstico debe coordinarse a nivel nacional para obtener vision panoramica
del conjunto de la red.

Desarrollar programas de formacion urgente en IA, ética y proteccidon de datos para personal
investigador y técnico. La formacién en IA debe abordar aspectos conceptuales y practicos con
énfasis en aplicaciones especificas en salud. La formacién en ética debe ir mds alla de introduccion
superficial para abordar dilemas concretos. La formacion en proteccidn de datos debe proporcionar
conocimiento operativo del RGPD y normativa nacional.

Establecer protocolos de consentimiento y gestidon de datos acordes con RGPD y LOPDGDD. Los
protocolos de consentimiento especificos para proyectos de IA deben explicar de manera
comprensible qué es la IA, qué datos se recolectardn, cdmo se procesaran, qué inferencias se
generaran, como se protegera privacidad, y qué derechos tienen participantes. Los protocolos de
gestion deben abordar todo el ciclo de vida especificando procedimientos de recoleccién,
estandares de documentacidon, medidas de seguridad, procedimientos de anonimizaciéon o
pseudonimizacién, reglas de acceso, y procedimientos de respaldo.

Definir procedimientos de revisidon ética especificos para proyectos con IA que complementen
procedimientos estandar con consideraciones adicionales. Desarrollar formularios de solicitud
ampliados que incluyan secciones especificas sobre descripcion técnica del sistema, datos de
entrenamiento, procedimientos de desarrollo y validacion, métricas de rendimiento, andlisis de
equidad, explicabilidad, supervision humana, y plan de monitorizacién.

Iniciar didlogos con organismos responsables del EHDS para preparar integracién de
infraestructuras, comprender requisitos técnicos y organizativos, influir en disefio desde
perspectiva de necesidades de investigacion, y establecer colaboraciones con otros institutos
europeos.

7.2. Objetivos a corto plazo (1-3 aios)

El periodo de uno a tres afios representa fase de consolidacidn y expansion. Implementar politicas
y guias comunes en todos los institutos mediante proceso participativo que involucre
representantes de todos los institutos, con consulta amplia, pilotaje en algunos institutos, y
refinamiento basado en experiencia. Desarrollar proyectos piloto colaborativos que permitan
probar modelos en diferentes contextos clinicos y evaluar su impacto. Los proyectos deben incluir
evaluacidn rigurosa no solo del rendimiento técnico sino también de impacto clinico real,
usabilidad, aceptabilidad, eficiencia y equidad. En esta fase se priorizara una evaluacién rigurosa
de la integracion de la IA en entornos clinicos reales, con indicadores de impacto, seguridad,
equidad, aceptabilidad y eficiencia que informen decisiones de continuidad o escalado.

Crear infraestructuras de datos federadas y seguras que permitan analisis de datos distribuidos sin
centralizacion fisica. Las infraestructuras federadas ofrecen ventajas en proteccién de privacidad y
facilitan colaboracién entre instituciones con restricciones sobre compartir datos directamente.
Deben complementarse con medidas de seguridad robustas incluyendo cifrado, autenticacién
fuerte, control de acceso granular, auditoria de operaciones, y técnicas avanzadas como
computacion segura multipartita o privacidad diferencial.

Consolidar formacién avanzada e incorporacién de perfiles multidisciplinarios mediante programas
estructurados de desarrollo profesional que proporcionen trayectorias claras de progresion.
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Impulsar participacion en iniciativas europeas y consorcios internacionales mediante estrategias
proactivas para identificar oportunidades relevantes, preparar propuestas competitivas, y
gestionar efectivamente proyectos financiados.

Evaluar proyectos con métricas de equidad, impacto clinico y retorno social. Las métricas de
equidad evalulan si sistema funciona de manera justa para todos los grupos. Las métricas de impacto
clinico evaluan si sistema mejora realmente resultados de salud o calidad de atencién. Las métricas
de retorno social evaltan valor mas amplio que proyecto genera para sociedad. Desarrollar marcos
de evaluacién que integren estas multiples dimensiones de manera coherente.

7.3. Metas a medio-largo plazo (3-5+ afios)

El horizonte de tres a cinco afios y mas alla representa fase de maduracién. Consolidar buenas
practicas que se institucionalizan y convierten en forma normal de trabajar mediante
documentacion exhaustiva, formacién sistematica de todo personal nuevo, mecanismos de
aseguramiento de calidad, y cultura organizacional que valore adherencia a buenas practicas.
Escalar soluciones validadas expandiendo sistemas que han demostrado ser efectivos, seguros y
aceptables en proyectos piloto a poblaciones mas amplias y contextos mas diversos. El escalado
requiere consideracién cuidadosa a nivel técnico, organizativo, regulatorio y econdmico. Reconocer
gue no todas las soluciones validadas serdn apropiadas para escalado; desarrollar criterios claros
basados en evidencia de efectividad, seguridad, equidad, aceptabilidad, viabilidad y sostenibilidad.
Evaluar sistematicamente impacto clinico y en salud publica de sistemas de IA mediante evaluacién
sistematica, planificada desde el inicio, realizada de manera continua, que incluya comparaciones
con practica habitual y considere no solo efectos intencionados sino también posibles efectos no
intencionados. Integrar modelos con evidencia robusta en atencién sanitaria requiriendo que
sistemas se disefien considerando contexto de uso desde inicio, evaluacidn rigurosa antes de
implementaciéon amplia, y aseguramiento de que sistemas operen siempre bajo supervision
humana efectiva.

Consolidar infraestructuras de datos y participacidon en EHDS permitiran posicionar institutos como
referentes internacionales. Las infraestructuras consolidadas deben ser técnicamente robustas,
interoperables, bien gobernadas y sostenibles. La participacion activa en EHDS significa que
institutos no solo estdn técnicamente preparados sino que estan utilizandolo activamente en
proyectos y contribuyendo con sus datos al espacio comun europeo.

Establecer marcos para colaboracién con industria y garantizar transferencia responsable de
tecnologia. Los marcos deben establecer principios y procedimientos claros que protejan interés
publico y aseguren que colaboraciones sean mutuamente beneficiosas y éticamente apropiadas,
abordando qué tipos de colaboracién son aceptables, cdmo se gestionaran conflictos de interés,
como se protegeran datos de pacientes, como se compartirdn resultados, y cdmo se gestionara
propiedad intelectual.

Seguimiento permanente de evolucidn tecnolégica es esencial dado ritmo extremadamente rapido
de cambio. Los institutos deben establecer mecanismos para mantenerse actualizados sobre
desarrollos relevantes mediante participacion en conferencias, seguimiento de literatura,
membresia en redes profesionales, y establecimiento de comités que revisen periddicamente
estado del arte. El seguimiento debe informar actualizacién periddica de politicas y estrategias,
identificacion y gestion de riesgos emergentes, e identificacion de oportunidades emergentes.
[Ver Figura 2: Hoja de Ruta para Implementacion 2025-2030]
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8. Recursos, capacitacion y colaboracion

El avance en IA demanda convergencia de competencias humanas, recursos materiales vy
colaboraciones estratégicas. El desarrollo requiere talento humano con formacién especializada en
ciencia de datos, estadistica, informatica, bioética, gestion, ética y Derecho. Los programas de
formacidon deben estar integrados en planes de carrera y promover interdisciplinariedad,
traduciéndose en oportunidades reales de desarrollo profesional y progresién laboral. Los IIS
desplegaran programas estructurados de capacitacidn continua en IA, ética y gobernanza de datos,
organizados por niveles de competencia y accesibles de forma equitativa para personal
investigador, clinico, técnico y de gestién.

La igualdad de género y diversidad deben guiar seleccién y promocién del personal mediante
medidas concretas como criterios objetivos y transparentes, composicidon equilibrada de comités
de evaluacidn, promocién de modelos de referencia diversos, y politicas de conciliacion. Las
instituciones deben desarrollar infraestructuras de datos seguras y centros de supercomputacién
accesibles, cumpliendo con mas altos estandares de seguridad y garantizando accesibilidad
mediante politicas equitativas y transparentes.

La participacion en EHDS facilitara acceso a datos estandarizados y seudoanonimizados, ampliando
volumen y diversidad de datos disponibles mientras garantiza cumplimiento de estandares
europeos de calidad, interoperabilidad y proteccién de privacidad. La colaboraciéon con
universidades, hospitales, centros tecnoldgicos y empresas es esencial para compartir
conocimiento y recursos. Las alianzas publico-privadas deben regirse por principios de
transparencia y beneficio mutuo, con términos claramente definidos y comunicados, asegurando
que interés publico prevalece y resultados revierten en beneficio de sociedad.

La participacién ciudadana fortalece legitimidad y facilita recopilacién de datos de calidad. Los
pacientes deben ser informados y tener voz en disefio de proyectos. Cuando ciudadanos son
informados claramente sobre objetivos, métodos e implicaciones, y tienen oportunidad de expresar
opiniones y preocupaciones, se genera confianza esencial para aceptacion y éxito de soluciones
desarrolladas. La participacidn activa permite incorporar perspectivas y conocimientos
experienciales, asegurando que soluciones respondan efectivamente a necesidades reales de
usuarios finales mediante encuestas, grupos focales, incorporacidén de representantes en érganos
de gobernanza, garantizando que voz de ciudadanos sea escuchada en todas las fases. Se
impulsardn mecanismos concretos de participacion como comités asesores de pacientes, procesos
de co-disefio de proyectos y consultas publicas que orienten prioridades y criterios de evaluacion.

9. Limitaciones y lineas de futuro

La investigacion en A aplicada a salud se desarrolla en entorno en constante transformacion que
demanda humildad epistémica. Reconocemos que cualquier posicionamiento debe concebirse
como documento vivo sujeto a revisidn continua. Sabemos parte del camino, ignoramos mucho
sobre desafios que enfrentaremos, y necesitamos aprender sistematicamente a través de
experiencia, evidencia emergente y debate interdisciplinar.

Persisten lagunas de conocimiento criticas. Aunque modelos de IA muestran resultados
prometedores en estudios controlados, existe escasa evidencia sobre impacto real en practica
clinica cotidiana. Los sistemas deben evaluarse en entornos complejos, diversos y cambiantes que
reflejen atencion sanitaria real. Desconocemos en gran medida como estos sistemas influyen en
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trabajo de investigadores y profesionales clinicos. La equidad constituye otro desafio clave: el sesgo
algoritmico puede reproducir y amplificar desigualdades estructurales de maneras sutiles no
siempre evidentes. Necesitamos metodologias mas sofisticadas que permitan evaluar cémo
diferentes definiciones de equidad se traducen en consecuencias practicas y como equilibrar
tensién entre maximizar precision global y asegurar rendimiento equitativo.

La generacién de datos sintéticos emerge como recurso prometedor pero plantea dudas técnicas y
éticas que requieren investigacién adicional sobre cuando preservan propiedades estadisticas
relevantes de datos reales, cdbmo garantizar que no permiten reidentificacion, y cdmo normativas
de proteccion de datos se aplican a datos sintéticos. La investigacidon debe afrontar debate sobre
autoria y autenticidad en resultados generados con IA. Surgen interrogantes sobre si IA es mero
instrumento o si su contribucidn requiere reconocimiento explicito. La proliferacion de deepfakes
y datos manipulados amenaza integridad de evidencia cientifica. Los institutos deben definir
politicas claras sobre uso de IA generativa, establecer estandares de transparencia, y reforzar
mecanismos de validacidn de datos e imagenes.

El desarrollo de modelos multimodales abre nuevas oportunidades pero incrementa riesgos de
privacidad porque pueden inferir informacidn sensible de combinaciones de datos. La OMS advierte
sobre necesidad de evaluaciones rigurosas de impacto y adopcion de técnicas avanzadas como
privacidad diferencial o aprendizaje federado. La complejidad inherente plantea limitaciones en
explicabilidad, comprometiendo aceptacidn en investigacion y practica clinica.

Las lineas de futuro incluyen desarrollo de metodologias de auditoria y certificacion que aporten
confianza, exploracién de sinergias con tecnologias emergentes como computacién cuantica o
neuromorfica, y evaluacion del impacto ambiental de investigacién en IA. El entrenamiento de
modelos grandes puede consumir tanta energia como consumo anual de varios hogares. Adoptar
practicas de computacién sostenible es responsabilidad ambiental y eficiencia econémica. Los
institutos deben desarrollar métricas de eficiencia energética, priorizar cuando sea posible
algoritmos mas eficientes, utilizar infraestructuras alimentadas por energias renovables, y
considerar impacto ambiental como criterio en evaluacidn de proyectos. Entre estas lineas se
priorizaran metodologias de auditoria y certificacién de sistemas de IA en salud, asi como la
creacion de una guia en linea inspirada en PROSPERO y PRISMA para el registro, seguimiento y
revisién de proyectos de IA, y el desarrollo de un catdlogo de activos de datos basado en el perfil
de aplicacion HealthDCAT-AP.

Este posicionamiento se compromete a revisiones periddicas, estructuradas y participativas que
incorporen avances cientificos, desarrollos regulatorios y cambios tecnoldgicos. Proponemos
establecer ciclo de revisién bienal donde grupo de trabajo ad hoc analice vigencia de
recomendaciones, identifique dreas que requieren actualizacidon, y proponga modificaciones
sometidas a consulta amplia. Solo desde actualizacidn continua, con vision critica pero constructiva
y orientada al bien comun, la investigacidon en IA en salud podrd consolidarse como motor de
innovacion responsable genuinamente centrada en las personas. Estas revisiones se plantean con
una periodicidad de aproximadamente dos afos, salvo circunstancias regulatorias o tecnolégicas
que aconsejen adelantar la actualizacién.

10. Conclusiones y llamada a la accion

La inteligencia artificial ofrece una oportunidad genuina y excepcional para mejorar la investigacién
sanitaria y, en ultima instancia, la salud de las personas. Esta oportunidad solo se materializara si
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abordamos esta transformacion con la seriedad, rigor y responsabilidad que demanda. Este
documento establece un marco comun construido mediante proceso deliberativo amplio que
armoniza definiciones, identifica oportunidades y riesgos de manera equilibrada, recoge principios
éticos compartidos, explica el marco regulador de manera accesible, y propone buenas practicas
concretas junto con recomendaciones accionables.

Los Institutos de Investigacion Sanitaria del ISCIlI reafirmamos nuestro compromiso institucional
con una IA centrada en el paciente, basada en evidencia cientifica sélida, transparente, equitativa
y responsable. Estos no son lemas abstractos sino compromisos operativos que se traduciran en
politicas institucionales especificas, procedimientos de evaluacion ética rigurosos, estructuras de
apoyo técnico y normativo, e inversiones sostenidas en formacién e infraestructuras. Invitamos a
investigadores a adoptar las guias metodoldgicas especificas, a colaborar de forma genuinamente
interdisciplinar, a incorporar consideraciones éticas desde el disefio inicial, y a comunicar hallazgos
con transparencia. Invitamos a instituciones a crear estructuras de apoyo efectivas, a establecer
politicas claras, a invertir sostenidamente, y a promover activamente igualdad de género y
diversidad. Invitamos a agencias financiadoras a promover politicas y financiacion estables, a incluir
criterios de equidad e impacto social en evaluacién, a requerir planes robustos de gestién de datos,
y a apoyar desarrollo de infraestructuras compartidas. Invitamos a responsables politicos a
desarrollar marcos regulatorios equilibrados, a invertir en infraestructuras digitales interoperables
y seguras, a facilitar participacidén en iniciativas europeas, y a promover didlogo entre todos los
actores. Invitamos a la sociedad a participar activamente en debate sobre cémo queremos que IA
se desarrolle, a exigir transparencia, a aportar perspectivas sobre qué problemas son prioritarios, y
a confiar en que ciencia desarrollada en instituciones publicas se guia por compromiso con bien
comun, aunque esta confianza debe ganarse continuamente mediante demostracion de
responsabilidad.

Solo mediante accidon coordinada y sostenida de todos los actores relevantes, la inteligencia
artificial podrd cumplir su promesa de contribuir significativamente al bienestar de las personasy a
la innovacién en salud. El camino no serd sencillo ni lineal. Enfrentaremos desafios técnicos que
requeriran innovacién metodoldgica, dilemas éticos que demandaran deliberacidon cuidadosa, y
tensiones entre diferentes valores legitimos que necesitaran equilibrios prudentes. Pero si
permanecemos fieles a los principios articulados en este documento, si mantenemos como guia
constante el beneficio de los pacientes y de la sociedad, y si aprendemos humildemente tanto de
nuestros éxitos como de nuestros errores, podremos avanzar con paso firme hacia un futuro donde
la inteligencia artificial sirva verdaderamente a la salud y al bienestar de todas las personas.
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11. Anexos

Anexo |: Glosario de términos y acronimos

Anonimizacion: Proceso de transformacion irreversible de datos personales de modo que impida
la identificacién del individuo, convirtiendo los datos en no personales bajo el RGPD.

Aprendizaje automatico (Machine Learning): Conjunto de técnicas que permiten a los sistemas
aprender de los datos y mejorar su rendimiento sin ser explicitamente programados para cada tarea
especifica.

Aprendizaje federado (Federated Learning): Técnica de aprendizaje automatico donde un modelo
se entrena utilizando datos distribuidos en multiples sitios sin centralizar los datos, preservando la
privacidad.

Aprendizaje profundo (Deep Learning): Subconjunto del aprendizaje automatico basado en redes
neuronales artificiales con multiples capas que pueden representar informacidn de manera
jerdrquica.

Big Data: Conjuntos de datos caracterizados por gran volumen, alta diversidad y velocidad de
generacion, cuyo analisis requiere infraestructuras y técnicas especificas.

CHART: Chatbot Assessment Reporting Tool, guia para reportar estudios de sistemas
conversacionales basados en IA.

CONSORT-AI: Extension de las guias CONSORT para reportar ensayos clinicos que involucran
intervenciones basadas en IA.

DECIDE-AI: Guia para evaluar sistemas de IA en etapas tempranas de uso clinico.

EHDS: European Health Data Space (Espacio Europeo de Datos Sanitarios), iniciativa de la UE para
facilitar el acceso y uso secundario de datos de salud.

IA explicable (XAl - Explainable Al): Técnicas que permiten comprender cdmo los sistemas de IA
llegan a sus conclusiones o recomendaciones.

IA generativa: Modelos de IA capaces de producir contenido novedoso como textos, imagenes o
datos sintéticos a partir del aprendizaje de patrones en datos de entrenamiento.

Inteligencia Artificial (1A): Conjunto de técnicas computacionales que permiten a los sistemas
realizar tareas que tipicamente requieren razonamiento, aprendizaje, percepcién o interaccién
adaptativa.

Interoperabilidad: Capacidad de diferentes sistemas de intercambiar datos y utilizarlos de manera
efectiva mediante estandares técnicos y semanticos comunes.

LOPDGDD: Ley Organica de Proteccion de Datos y Garantia de Derechos Digitales (Espaina).
Modelo multimodal: Sistema de IA que integra y procesa diferentes tipos de datos (texto,
imagenes, audio, datos estructurados) simultaneamente.

Privacidad diferencial: Técnica matematica que proporciona garantias cuantificables de privacidad
al afiadir ruido controlado a los datos o resultados.

RGPD: Reglamento General de Proteccion de Datos de la Unidn Europea.

Sesgo algoritmico: Tendencia sistemdtica de un algoritmo a producir resultados injustos o
discriminatorios para ciertos grupos.

Seudonimizacién: Proceso de sustitucion de identificadores directos por cédigos, reduciendo el
riesgo de identificacion pero manteniendo la utilidad analitica de los datos.

SPIRIT-AI: Guia para elaborar protocolos de ensayos clinicos que involucran intervenciones basadas
en |A.

25



Grupo de trabajo 5: Inteligencia Artificial
Subproyecto 1: Documento de posicionamiento: IA en la
investigacion sanitaria

ff GOBIERNO MINISTERIO
DE ESPANA DE CIENCIA, INNOVACION Instituto
Y UNIVERSIDADES de Salud

Carloslll

STARD-AI: Guia para reportar estudios de precision diagndstica que utilizan IA.

Supervision humana: Principio que requiere que sistemas de |A, especialmente los de alto riesgo,
mantengan la intervencién y control de profesionales capacitados.

TRIPOD-AI: Guia para reportar estudios de desarrollo y validacién de modelos predictivos basados
en IA.

Validacion externa: Evaluacion del rendimiento de un modelo en datos completamente
independientes de una poblacidn o contexto diferente al utilizado para su desarrollo.
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Anexo ll: Tabla resumen de responsabilidades por actor

Actor

Investigadores
individuales

Grupos de
investigacion

Institutos de
investigacion

Comités de
ética

Direcciones
cientificas

Agencias
financiadoras

Autoridades
sanitarias

Pacientes y
ciudadanos

Responsabilidades principales

Formacién continua en IA, éticay
proteccién de datos; Disefo riguroso
de estudios; Gestidn responsable de
datos; Comunicacidn transparente de
resultados

Colaboracién interdisciplinar;
Participacidn de pacientes; Evaluacion
de impacto ético y social;
Reproducibilidad

Politicas institucionales; Unidades de
apoyo especializadas; Infraestructuras
seguras; Formacion de personal;
Igualdad y diversidad

Evaluacion ética especifica para IA;
Supervisién continua; Formacion
especializada

Estrategia institucional; Asignacion de
recursos; Promocién de buenas
practicas; Rendicidon de cuentas

Politicas de financiacién alineadas con
principios éticos; Promocion de
estandares; Requisitos de
transparencia

Marco regulatorio apropiado;
Coordinacion interinstitucional;
Proteccién de derechos fundamentales

Participacidn informada; Aportacién de
perspectivas; Ejercicio de derechos

Acciones clave

Completar formacién especifica en IA;
Aplicar guias SPIRIT-Al, TRIPOD-AI,
CONSORT-AI; Evaluar modelos con
criterios de equidad; Publicar en
acceso abierto

Formar equipos multidisciplinarios;
Incorporar representantes de
pacientes; Realizar analisis de impacto;
Compartir datos y cédigo cuando sea
posible

Aprobar politicas sobre IA; Crear
unidades de ciencia de datos y
proteccién de datos; Invertir en
infraestructuras; Implementar planes
de igualdad

Desarrollar criterios de evaluacion para
IA; Realizar seguimiento de proyectos;
Incorporar expertosen 1Ay
representantes de pacientes

Priorizar inversiones en |IA; Reconocer
contribuciones interdisciplinares;

Reportar actividades de |A; Participar
en redes nacionales e internacionales

Incluir criterios de equidad en
evaluacidn; Requerir planes de gestidn
de datos; Financiar infraestructuras
compartidas; Promover ciencia abierta

Desarrollar normativas equilibradas;
Facilitar participaciéon en EHDS;
Armonizar requisitos; Supervisar
cumplimiento

Participar en disefio de proyectos;
Expresar prioridades y preocupaciones;
Solicitar informacién sobre uso de
datos
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Anexo lllI: Lista de verificacidon para proyectos de IA en investigacion
sanitaria

Fase de disefio

[1¢éSe hajustificado el uso de IA frente a métodos mds simples?

[ 1 éEl equipo incluye expertise en IA, clinica, ética y proteccion de datos?
[1éSe han incluido representantes de pacientes en la planificaciéon?

[ ] éSe ha realizado un andlisis de riesgos éticos y de privacidad?

[ 1 ¢El protocolo sigue las guias SPIRIT-Al cuando corresponda?

[ ] éSe ha planificado la gestidén de datos desde el inicio?

Fase de datos

[ ] éLos datos son representativos de la poblacidn diana?

[ ] éSe ha verificado la calidad de los datos?

[1¢Se han implementado medidas de seudonimizaciéon o anonimizaciéon?

[ ] éSe ha obtenido consentimiento informado apropiado?

[ ] éExiste documentacion completa del origen y transformaciones de los datos?
[]éSe cumplen los requisitos del RGPD y LOPDGDD?

Fase de desarrollo

[ ] éSe han considerado estrategias de mitigacion de sesgos?

[ ] éSe utilizan conjuntos separados para entrenamiento, validacidn y prueba?
[ ] ¢Se han definido métricas apropiadas incluyendo medidas de equidad?

[ ] éSe documenta exhaustivamente el desarrollo del modelo?

[ ] ¢Se ha realizado validacion externa cuando sea posible?

[]éSe evalud el rendimiento desagregado por subgrupos relevantes?

Fase de implementacion

[ ] éExiste un plan de supervision humana efectiva?

[ 1 éSe ha disefiado monitorizacion continua del rendimiento?
[ ] éHay procedimientos claros para gestionar incidentes?
[]1éSe ha formado adecuadamente a los usuarios del sistema?
[ ] éExiste un comité de supervision para la implementacién?

Fase de comunicacion

[1éSe ha registrado el protocolo en repositorio publico?

[ 1 éEl manuscrito sigue las guias apropiadas (CONSORT-AI, TRIPOD-AI, etc.)?
[1éSe reportan limitaciones y resultados negativos honestamente?

[ ] éSe facilita acceso a cddigo, modelos o datos cuando sea posible?

[]1éLa autoria refleja todas las contribuciones sustanciales?

[ ] éLa comunicacién publica es clara sobre beneficios y limitaciones?
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Normativa consultada

Reglamento (UE) 2016/679 del Parlamento Europeo y del Consejo, de 27 de abril de 2016,
relativo a la proteccidn de las personas fisicas en lo que respecta al tratamiento de datos
personales y a la libre circulacién de estos datos (Reglamento General de Proteccion de
Datos).

Reglamento (UE) 2024/1689 del Parlamento Europeo y del Consejo, de 13 de junio de 2024,
por el que se establecen normas armonizadas en materia de inteligencia artificial (Ley de
Inteligencia Artificial).

Ley Organica 3/2018, de 5 de diciembre, de Proteccidn de Datos Personales y garantia de
los derechos digitales.

Ley 14/2007, de 3 de julio, de Investigacion biomédica.

Ley 17/2022, de 5 de septiembre, por la que se modifica la Ley 14/2011, de 1 de junio, de
la Ciencia, la Tecnologia y la Innovacion.
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14. Figuras y Tablas

Figural

Principios Eticos Fundamentales para la IA en Investigacién Sanitaria

Beneficencia y No Maleficencia

Maximizar el beneficio para la salud y minimizar el dafo potencial

Transparencia y Explicabilidad

Modelos comprensibles para profesionales y pacientes, con motivos claros
de decisiones

Responsabilidad y Rendicion de Cuentas

Asumir responsabilidad de resultados, con capacidad de auditar modelos

Equidad y Justicia

Evitar sesgos y garantizar beneficios para todas las personas sin
discriminacion

Privacidad y Proteccion de Datos

Salvaguardar la identidad, cumplir con el RGPD, adoptar seudonimizacion
y anonimizacion

Supervision Humana Cualificada

Mantener intervencion y control de profesionales capacitados en
decisiones criticas

Estos principios se alinean con los marcos éticos de la OMS y UNESCO, enfatizando la proteccion de la autonomia, la seguridad, la transparencia, la equidad, la sostenibilidad
y la supervision humana.
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Hoja de Ruta para la Implementacion de Inteligencia Artificial en Investigacion Sanitaria

FASE 3
Metas a Medio-Largo Plazo
3-5+ arios (2028-2030+)

FASE 1
Acciones Inmediatas
0-12 meses (2025)

= Constituir grupos de trabajo multidisciplinarios
= Inventario de capacidades y recursos

= Formacién urgente en IA y ética

= Protocolos RGPD/LOPDGDD

= Procedimientos de revision ética

= Dialogo con organismos EHDS

2025 2026

e
FASE 2

Objetivos a Corto Plazo
1-3 afios (2025-2028)

+ Institucionalizacién de buenas précticas
= Escalado a poblaciones amplias

= Evaluacién sistematica de impacto

= Integracion en atencién sanitaria

= Consolidacién en EHDS
= Referentes internacionales
= Colaboracién publico-privada

2027 2028 2029 2030 —

Formacién continua

PRINCIPIOS TRANSVERSALES:

Supervision humana Proteccion de datos Evaluacién ética Participacion ciudadana

Evolucién tecnolégica

de inteli

Figura 2. Repr ion visual de la impl tacién prog

igencia artificial en investigacion sanitaria. Las fases se muestran como bloques ascendentes que reflejan el aumento en

complejidad y

por principios transversales que permanecen constantes durante todo el proceso.
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Tabla 1. Definiciones operativas de conceptos fundamentales

Aplicacién en investigacion

Concepto Definicion operativa sanitaria

TECNOLOGIAS DE IA

Inteligencia Artificial Conjunto de técnicas que permiten a sistemas realizar tareas que requieren razonamiento, Andlisis de imagenes médicas, prediccion
9 aprendizaje, percepcion o interaccion adaptativa de riesgos, apoyo a decisiones clinicas

Machine Learning Algoritmos que encuentran patrones en datos y mejoran con la experiencia sin programacion Estratificacion de pacientes, prediccion de

(Aprendizaje automético) explicita respuesta a tratamientos

Deep Learning Diagnéstico por imagen, analisis gendmico,

Redes neuronales con mdltiples capas que representan informacién jerarquicamente

(Aprendizaje profundo) procesamiento de historias clinicas
1A Generativa Modelos que producen contenido novedoso (textos, imagenes) a partir de datos de Generacion de datos sintéticos, asistencia
entrenamiento en redaccion cientifica, simulaciones

Integracion de datos multi-6micos, registros
Big Data Conjuntos de datos caracterizados por gran volumen, diversidad y velocidad de generacion clinicos poblacionales, vigilancia
epidemioldgica

Prediccion de desenlaces clinicos,
Sistemas Predictivos Modelos que estiman probabilidad de eventos futuros a partir de datos histéricos modelizacion de brotes, prondstico de
enfermedades

MODALIDADES DE INVESTIGACION SANITARIA

Identificacién de dianas terapéuticas,

Investigacion Basica Profundiza en mecanismos bioldgicos fundamentales a nivel molecular, celular o sistémico comprensién de patogénesis
Investigacion Clinica Estudios con personas o muestras bioldgicas humanas para evaluar intervenciones 2;::32;'?:3% niziucg?srg:sewacionales,
Investigacion Traslacional Traslada hallazgos de investigacion basica a aplicaciones clinicas Ef:cai;grl:o de: niuevas:terapias, medicina de
Investigacién Epidemiolégica Estudia distribucién y determinantes de enfermedades en poblaciones gﬂf;gzg?;:gf pliblica, identificacién de
Investigacion de Servicios de Salud Analiza organizacién y eficiencia de sistemas sanitarios Optimizaddn de recursos, mejora de

procesos asistenciales

Nota: La IA puede actuar en todas las modalidades de investigacion sanitaria, aunque con consideraciones metodoldgicas y éticas especificas en cada caso. La comprension compartida de
estos conceptos facilita la comunicacién efectiva entre clinicos, cientificos de datos, bioestadisticos, especialistas en ética, juristas y otros profesionales que deben colaborar en proyectos
multidisciplinarios.
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Tabla 2. Guia de buenas practicas en el ciclo de vida de la investigacion con IA

Principios clave y acciones Guias especificas y consideraciones
1. Planificacion y « Etica desde el disefio SPIRIT-AI Protocolos de ensayos
Disefio « Justificar el uso de IA frente a alternativas

Descripcion detallada del algoritmo

« Informacién sobre datos de entrenamiento
+ Estrategias de validacion

» Plan de actualizacién del modelo

» Procedimientos de supervision humana

+ Identificar riesgos potenciales tempranamente

« Incluir analisis de impacto ético y social

» Multidisciplinariedad

« Equipos con cientificos de datos, clinicos, epidemidlogos, especialistas en ética y

pacientes
2. Recoleccién y « Calidad y representatividad Requisitos RGPD/LOPDGDD:
Gestion de Datos + Diversidad en edad, género, etnia, nivel socioeconomico + Documentar origen y contexto de datos
= Minimizar errores, valores perdidos, inconsistencias » Registrar transformaciones aplicadas
» Estandarizar procedimientos de recoleccién » Implementar medidas de seguridad multicapa
» Cumplimiento normativo » Planificar preservacion o destruccion segura
» Minimizacion de datos (solo lo necesario) Interoperabilidad:
« Seudonimizacion temprana » Estandares: HL7 FHIR, DICOM, SNOMED CT, LOINC

» Consentimiento informado especifico para IA

3. Desarrollo y * Mitigacién de sesgos TRIPOD+AI Modelos predictivos (27 elementos)
Validacion » Repesado de muestras para compensar desequilibrios
» Técnicas de aprendizaje justo (fairness-aware ML)
+ Calibracién por subgrupos
» Validacion rigurosa
« Separacion: entrenamiento/validacion/prueba
» Validacién externa en datos independientes

» Datos fuente y variables predictoras

» Arquitectura del algoritmo e hiperpardmetros

» Procedimientos de preprocesamiento

+ Métricas de rendimiento y equidad

« Validacién interna y externa

Métricas de equidad: Paridad demogréfica, igualdad de oportunidades, paridad

+ Evaluacion desagregada por subgrupos predictiva
4, Implementacién + Supervisién continua DECIDE-AI Evaluacion temprana
Experimental » Comenzar en entonos controlados « Evaluacién en etapas tempranas

« Comités de supervisidn con informes periddicos
« Monitorizacion del impacto y derechos

+ Supervision humana efectiva

» Informacién c ible sobre pri

« Alertas ante alta incertidumbre

» Intervencion humana facil y rapida

» Reporte transparente para replicabilidad
« Capacidad de retirar o ajustar el modelo
Gestién de incidentes:

» Procedimientos claros de reporte

» Investigacion de causas

« Acciones correctivas y preventivas

5. Publicacién y  Transparencia y reproducibilidad CONSORT-AI Resultados de ensayos
Difusién * Registro previo de protocolos STARD-AI Precisi6n diagnéstica
« Descripcion detallada de algoritmos, datos, métricas
+ Discusion honesta de limitaciones
« Facilitar acceso a cidigo y modelos * Acceso abierto a publicaciones
« Autoria responsable » Compartir datos: sintéticos, acceso controlado, enclaves seguros
« Reconocer contribuciones técnicas sustanciales » Repositerios: GitHub (cddigo), Hugging Face (modelos), Zenodo (datos)
« Incluir participacién de pacientes Comunicacién: Clara y honesta sobre beneficios y limitaciones

CHART Sistemas conversacionales

Principio transversal: La colaboracién entre cientificos de datos y clinicos debe mantenerse a lo largo de todo el ciclo de vida. Los clinicos aportan conocimiento del dominio y criterio sobre utilidad clinica;
los cientificos de datos contribuyen comprension de capacidades y limitaciones algoritmicas, técnicas avanzadas de validacion, e implementacién eficiente.
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Subproyecto 2: Encuesta Nacional: Mapa sobre la situacion de
la investigacion con Big Data e IA en los IISA

Version: 1.2 - Fecha: 03/12/2025
Grupo de trabajo: GdT5
Coordinadores: VHIR - FID - IISGM

Control de versiones

VERSION FECHA CAMBIOS PRINCIPALES
1.0 ‘ 15/09/2025 Publicacién version inicial
1.1 ‘ 30/09/2025 Revisién GdT5-IA

1.2 ‘ 02/12/2025 Revision GT-IA ISClII

Objetivo: Encuesta dirigida a conocer el estado actual de la capacitacidon para realizar
investigacion con Big Data e IA en los IISA, identificar obstdculos y dreas de mejora, y analizar
la evolucion temporal de dichas capacitaciones en nuestro pais.

A quién va dirigida: Institutos de Investigacidn Sanitaria Acreditados de Espafia.

Qué aporta:

1. Un mapa de capacidades actuales para la investigacidon con Big Data e IA en los IISA
de Espafia, con oportunidad para identificar barreras y obstaculos comunes y modelos
de éxito exportables a otros centros.

2. Un seguimiento de la evoluciéon de capacitaciones a lo largo del tiempo.

Estado del documento: en revision final, versidon semidefinitiva
Fecha de aprobacién: [Pendiente]
Préxima revisidn programada: [12 meses desde aprobacion]
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Subproyecto 2: Encuesta Nacional: Mapa sobre la situacion de
la investigacion con Big Data e IA en los IISA

Contacto

Correo electrénico para dudas y aclaraciones (opcional)
(texto libre, formato: xxxx@xxx.xxx)

@

1. Informacion General del Centro

1.1. Nombre del lISA:

(texto libre)

1.2. Comunidad Autonoma:

(seleccionar una)

Andalucia

Aragon

Asturias

Balears

Canarias
Cantabria
Castillay Leén
Castilla-La Mancha
Catalufia
Comunidad Valenciana
Extremadura
Galicia

La Rioja

Madrid

Murcia

Navarra

Pais Vasco

Ceuta

Melilla

O 0 O OO O O O0OO0OO0O OO O0oOO0OO0OO0O OO O0OO0

1.3. Centros vinculados al lISA:

(opcion multiple, en caso de seleccidn centro, indicagr nombre en formato texto libre)

o Hospital/-es:
o Centro/-s de investigacion:
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Universidad/-es:
Otros:

1.4. N2 aproximado de investigadores vinculados:

(respuesta unica)

O O O O O

< 100

100-249

250-499

500-999

> 1000 (especificar)

1.5. N2 personal de gestidon y administracion (soporte a la

investigacidn, incluyendo servicios cientifico-técnicos):

(respuesta unica)

O 0O O O O

<20

20-49

50-99

100-199

> 200 (especificar)

2. Recursos Humanos y Capacitacion

2.1. ¢Dispone su centro de las siguientes unidades o servicios?

(respuesta multiple, si selecciona otros, especificar en formato texto libre)

O

o
o
o
o

2.2. ¢Dispone su centro de profesionales con estos perfiles? ¢De

Bioestadistica
Bioinformatica / Big data

Oficina de gestién de datos clinicos (data office) sin servicio de andlisis de datos
Oficina de IA aplicada a la investigacidn

Otros (especificar)

cuantos profesionales dispone en cada caso?

|7 GOBIERNO  MINISTERIO Subproyecto 2: Mapa sobre la situacion de la

(respuesta multiple, indicar cuantos. Considerar solo el personal perteneciente a estructura,
no los pertenecientes a grupos de investigacion). En otros: especificar perfil y cantidad

O 0O O O O O O

Bioestadistica;
Bioinformatica;
Ingenieria de ciencia de datos;

Ingenieria Inteligencia Artificial;

Expertos en proteccién de datos de cardcter personal;
Expertos en regulatoria de IA;

Otros (especificar);
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2.3. ¢Dispone su centro de programas de formacion interna en
IA/Big Data?

(respuesta unica)

o Si, estructurada y regular (especificar)
o Si, ocasional (especificar)
o Endesarrollo

o No

3. Infraestructura Tecnoldgica

3.1. Infraestructura de almacenamiento de datos

3.1.1. éComo almacena el IIS los datos?

(seleccién multiple)

Infraestructura fisica on premise-centralizada en el propio IIS

Infraestructura fisica on premise-centralizada en el centro hospitalario
Infraestructura fisica on premise-no centralizada, en los grupos de investigacién.
Infraestructura en la nube

Otros (especificar)

O O O O O

En caso de respuesta multiple, describa el reparto:

3.1.2. ¢Dispone el lIS de una estrategia para repercutir los costes del uso
del almacenamiento al grupo de investigacion usuario?

(respuesta Unica)

o Si, definida
o Si, endesarrollo

o No

o No aplica/ no lo sabe

3.1.3. En el caso de lainfraestructura de almacenamiento en la nube,
seleccionar el modelo de nube utilizado:

(respuesta multiple)

o Nube publica (Azure, AWS, Google, etc.)

Nube gestionada por una institucion externa con uso privado
Nube privada gestionada por el propio IS / centro hospitalario
Otros (especificar)

O O O

Nube gestionada por institucion externa: infraestructura de terceros (p.ej., BSC, CSUC,
RedIRIS). Servicio compartido (multi-tenant), acceso por proyectos/cuotas/convocatorias,
escalado segun oferta. Coste por uso/acuerdos marco/subvencién. Cumplimiento/seguridad:
politicas del proveedor; el IIS encaja su DPIA, ENS/ISO en esos marcos.
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Nube privada gestionada por 11S/hospital: infraestructura propia (on-premise), control total
(HW, red, contenedores, colas, politicas). Modelo single-tenant o multi-tenant interno,
prioridades/cuotas propias. Con Costes CAPEX+OPEX. Cumplimiento/seguridad: controles
propios alineados a ENS/ISO, integracion directa con redes clinicas, identidades corporativas y
residencia del dato local.

3.1.4. Modelo de contratacion de los datos en la nube:

(respuesta multiple)

(@)
(@)
O

Pago por uso
Financiacion institucional / subvencionado
Otro (especificar)

3.1.5. Capacidades técnicas de almacenamiento (en caso de mas de una,
especificar en cada lugar):

3.1.5.1. Almacenamiento alta velocidad centralizada en el lIS:

(respuesta Unica)

O O O O O O

<50TB
50-200TB
200-500TB

500 TB—-1PB

> 1PB (especificar)
No aplica

3.1.5.2. Almacenamiento alta velocidad centralizada en el centro hospitalario:

(respuesta Unica)

O O O O O ©O

<50TB

50-200 TB
200-500 TB

500 TB—-1PB

> 1PB (especificar)
No aplica

3.1.5.3. Almacenamiento total alta velocidad no-centralizada en los grupos de
investigacion:

(respuesta unica)

O O O O O O

<50TB
50-200TB
200-500TB

500 TB-1PB
1PB (especificar)
No aplica

3.1.5.4. Almacenamiento alta velocidad en la nube:

(respuesta unica)

O
O
O

<50TB
50-200 TB
200-500 TB
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o 500TB-1PB
> 1PB (especificar)
o No aplica

o

3.1.5.5. Sistema almacenamiento-centralizado, con redundancia y sequridad:

(respuesta unica)

o No
o Si, RAID (especificar Nivel RAID 1 a 6):
o Si, sin RAID (especificar sistema de redundancia empleado

3.1.5.6. Sistema centralizado de copias de sequridad en cinta:

(respuesta unica)

o Si, Cinta (LTO-Linear Tape-Open u otras)
o No
o Otro sistema de backup (especificar: disco, nube, etc):

3.1.5.7. Periodo de retencion (p.ej. 30 dias, 3 meses, 5 afios):

(texto libre)

3.1.6. Administracion de almacenamiento (quién administra -instala,
configura, gestiona, gobierna, realiza copias de seguridad- los sistemas de
almacenamiento):

(respuesta unica)

o Se administra centralizadamente por el departamento de IT o similares
o Cada grupo de investigacion administra sus sistemas de almacenamiento
o  Mixto (especificar)

3.2. Infraestructura de computacion y supercomputacion

3.2.1. ¢Ddnde se encuentra la infraestructura de computacién?
(respuesta multiple)

Infraestructura fisica on premise en el IIS

Infraestructura fisica on premise-local en grupos de investigacion
Infraestructura externa (en la nube)

No dispone de infraestructura propia

O O O O

En caso de respuesta multiple, detallar

3.2.2. Enelcasode lainfraestructura on premise, ¢ ddnde se encuentran
los servidores de computacidn y supercomputacion?

(respuesta multiple)

o Enel Centro de Procesamiento Datos centralizado y ubicado en el IS
o Enel CPD del hospital
o Cada grupo de investigacion tiene / gestiona sus servidores

En caso de seleccién multiple, detallar
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3.2.3. ¢Dispone el IIS de una estrategia para repercutir los costes del uso de
los servicios de computacidn al grupo de investigacidn usuario?

(respuesta unica)

o Si, definida

Si, en desarrollo
No

No aplica

o O O

3.2.4. Enelcasode lainfraestructura de computacién en la nube,
seleccionar el modelo de nube utilizado:

(respuesta multiple)

o Nube publica (Azure, AWS, Google, etc.)

Nube gestionada por una institucion externa (BSC, CSUC,REDIRIS...)
Nube privada gestionada por el propio IIS / hospital

Otros (especificar)

o O O

Nube gestionada por institucion externa: infraestructura de terceros (p.ej., BSC, CSUC,
RedIRIS). Servicio compartido (multi-tenant), acceso por proyectos/cuotas/convocatorias,
escalado segun oferta. Coste por uso/acuerdos marco/subvencién. Cumplimiento/seguridad:
politicas del proveedor; el IS encaja su DPIA, ENS/ISO en esos marcos.

Nube privada gestionada por 1I1S/hospital: infraestructura propia (on-prem/housing), control
total (HW, red, contenedores, colas, politicas). Modelo single-tenant o multi-tenant interno,
prioridades/cuotas propias. Costes CAPEX+OPEX. Cumplimiento/seguridad: controles propios
alineados a ENS/ISO, integracion con redes clinicas e identidades corporativas.

3.2.5. Modelo de contratacidn de los servicios de computacidn en la nube:
(respuesta multiple)

Pago por uso

Financiacion institucional / subvencionado

Contrato marco con proveedor publico (ej. RedIRIS, CSUC)
Otro (especificar)

O O O O

3.2.6. Capacidades técnicas de computacion centrada en CPD IIS:

(respuesta unica)

Basica (< 200 cores/nucleos)

Media (200-1000 cores/nucleos)

Alta (> 1000 cores) (especificar/nucleos)
No aplica

O O O O

3.2.7. Capacidad de supercomputacion (GPU) centrada en CPD IIS:

(respuesta unica)

Nula

Baja (1-10 GPUs)

Media (11-50 GPUs)

Alta (> 50 GPUs) (especificar nimero GPUs))

O O O O
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No aplica

3.2.8. Capacidades técnicas de computacion centrada en CPD Hospital:

(respuesta unica)

o O O

Basica (< 200 cores/nucleos)

Media (200-1000 cores/nucleos)

Alta (> 1000 cores) (especificar/nucleos)
No aplica

3.2.9. Capacidad de supercomputacién (GPU) centrada en CPD Hospital:

(respuesta unica)

o O O O

Nula

Baja (1-10 GPUs)

Media (11-50 GPUs)

Alta (> 50 GPUs) (especificar nimero GPUs )
No aplica

3.2.10. Capacidades técnicas de computacidon no centralizada, en servidores
locales gestionadas por cada grupo:

(respuesta Unica)

o O O

Basica (< 200 cores/nucleos)

Media (200—-1000 cores/nucleos)

Alta (> 1000 cores) (especificar/nucleos)
No aplica

3.2.11. Capacidad de supercomputacion (GPU) no centralizada, en servidores
locales gestionados por cada grupo:

(respuesta Unica)

o O O O

Nula

Baja (1-10 GPUs)

Media (11-50 GPUs)

Alta (> 50 GPUs) (especificar nimero GPUs )
No aplica

3.2.12. Capacidades técnicas de computacién externalizada (CSUC,BSC,...) :

(respuesta Unica)

o O O

Basica (< 200 cores/nucleos)

Media (200-1000 cores/nucleos)

Alta (> 1000 cores) (especificar/nucleos)
No aplica

3.2.13. Capacidad de supercomputacion (GPU) externalizada
(CSUC,BSC,Redlris,...):

(respuesta Unica)

O
O

Nula
Baja (1-10 GPUs)
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o Media (11-50 GPUs)

o Alta (> 50 GPUs) (especificar nimero GPUs )

o No aplica
3.2.14. ¢Quién administra (instala, configura, gestiona, gobierna, realiza
copias de seguridad,...) la infraestructura local de los grupos?

(respuesta unica)

o Departamento de IT
El propio grupo de investigacion
o Otros (especificar)

O

3.2.15. ¢Quien administra los sistemas de computacién y almacenaje
centralizados?
(respuesta uUnica)

o Departamento de IT
o Otros (especificar)

3.3. Estrategia y gestion de la ciberseguridad en el 1IS

3.3.1. ¢Dispone el lIS de una politica institucional de ciberseguridad que
incluya procedimientos, recursos y formacion especifica para la proteccién de
datos en investigacién biomédica?

(respuesta unica)

Si, existe una estrategia formal y consolidada

Si, esta en desarrollo

No

No existe estrategia formal, pero se aplican medidas puntuales (especificar)

o O O O

3.3.2. En caso afirmativo, ¢qué dmbitos estdn cubiertos en la estrategia de
ciberseguridad?

(respuesta multiple)

o Planes de respuesta ante incidentes de seguridad

Protocolos de continuidad de negocio y recuperacion ante desastres
Formacidn periddica al personal investigador y técnico

Auditorias internas/externas de seguridad

Certificaciones (ISO 27001, ENS u otras)

Otros (especificar)

O O 0O O O

4. Gobernanza y modelo de gestion

4.1. ¢Dispone el IIS de una politica de gobernanza de datos clinicos
definida?

43



Grupo de trabajo 5: Inteligencia Artificial

s GOBIERNO MINISTERIO . . .y
} DEESPANA  DE GIENCIA INNOVACION Instuto Subproyecto 2: Mapa sobre la situacion de la

E Y UNIVERSIDADES dce s\a‘uﬂ investigacion con Big Data e IA en los IISA
arios

(respuesta unica)

Si, aprobada y publicada

Si, existente pero no publicada
Si, en desarrollo

No

O O O O

4.2. En caso afirmativo, éesta esta politica consensuada con el
hospital de referencia?

(respuesta Unica)

o Si, aprobada conjuntamente
o En proceso de consenso
o No

4.3. Tecnologias empleadas para gestion de datos:

(respuesta multiple)

RedCAP
Omibio
OpenClinica
Castor EDC
Medidata Rave
OpenEDC
Plataforma propia interna
Otros (especificar)

O O O O O O O O

4.4. Tecnologias de orquestacion / contenedores:

(respuesta multiple)

Kubernetes

Docker

Singularity / Apptainer
Otros (especificar)

O O O O

4.5. ¢Como accede el lIS a los datos clinicos del hospital?

(respuesta unica)

o No accede

o Acceso in situ Unicamente dentro del recinto del hospital

o Acceso remoto mediante VDI (Virtual Desktop Infrastructure), VPN (Virtual Private
Network), VLAN (Virtual Local Area Network)/ escritorio seguro

o Otros (especificar)

4.6. Modelo de comparticion de datos entre el hospital y el IIS:

(respuesta unica)

o Pseudoanonimizados
o Anonimizados
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o Encrudo (sin anonimizar)
o No se comparten

4.7. Formas de comparticion de datos clinicos con otros centros de
investigacion
(respuesta multiple)

o Anonimizacién
Pseudoanimizacién

Plataformas federadas (los datos no salen del centro)
Generacion y comparticion de datos sintéticos
Acuerdos de transferencia de datos (DTA)
Plataformas europeas (EGA, EHDS, etc.)

Otros (especificar)

O O O O O O

5. Etica y regulatoria

5.1. ¢Se ha previsto alguna politica/planificacion relativa a la futura
aplicacion del Reglamento europeo sobre IA?

(respuesta multiple)

o Si
o No
o Enproceso

5.2. ¢Dispone su lIS de certificacion ENS (Esquema Nacional de

Seguridad)?
(respuesta Unica)
o Si
o En proceso
o No

5.2.1. En caso de disponer de certificacion ENS, nivel de seguridad de la
certificaciéon ENS:

(respuesta Unica)

o Bajo
o Medio
o Alto

5.2.2. En caso de disponer de certificacion ENS, tipologia de datos bajo la
certificacién ENS:

(respuesta multiple)

o Datos de caracter general / administrativos (Ejemplo: informacién de contacto, datos
de proyectos, facturacién, inventario de equipos...)
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o Datos personales no sensibles (Ejemplo: nombre y apellidos de investigadores,
curricular, datos profesionales.)

o Datos personales sensibles (categorias especiales del RGPD) (Ejemplo: datos de salud
de pacientes, historia clinica, datos genédmicos, biomarcadores.)

o Datos de investigacion biomédica agregados / anonimizados (no reversible) (Ejemplo:
cohortes estadisticas anonimizadas, big data pseudonimizado para IA.)

o Datos de investigacion biomédica agregados pseudoanonimizados (reversible=
(Ejemplo: cohortes estadisticas anonimizadas, big data pseudonimizado para IA.)

o Datos criticos para continuidad del servicio (Ejemplo: sistemas de supercomputacion,
CPDs, infraestructuras que soportan ensayos clinicos o proyectos europeos.)

o Otros

5.3. ¢Dispone su lIS de certificacion ISO 270017

(respuesta Unica)

o Si
o En proceso
o No

5.4. ¢Dispone su centro de un Comité de Etica de Datos?

(respuesta Unica)

o Si
o En proceso
o No

5.5. En caso afirmativo, el Comité de Etica de Datos es:

(respuesta Unica)

o Propio (dentro del CEIm)
o Independiente
o Compartido

5.6. ¢Se ha desarrollado una estrategia interna para integrar los
principios éticos en los Proyectos de IA?:

(respuesta unica)

o Si
o En proceso
o No

5.7. Adherencia a la normativa ética y regulacion aplicable:

(respuesta multiple)

Declaracién de Helsinki

RGPD

EU Artificial Intelligence Act

Reglamento europeo sobre Productos Sanitarios

O O O O
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Beneficencia / no maleficencia
Equidad / ausencia de sesgos
Transparencia / explicabilidad
Privacidad / proteccién de datos
Supervisién humana

Ninguno formalizado

o
o
o
o
o
o

5.8. ¢Cuenta su CEIm con expertise especifico para evaluacién de
proyectos sobre IA?

(respuesta Unica)

o Si
o No

5.9. Las bases de datos utilizadas para el desarrollo de IA
(entrenamiento, validacidn, prueba), écumplen con la normativa
de proteccion de datos y su utilizacion?

(respuesta Unica)

o Si
o No

5.10. En el desarrollo de sistemas de IA que tienen un fin médico,
ése prevén desde fases tempranas (idea/disefio) los recursos
necesarios para la certificacion del sistema de IA como producto
sanitario?

(respuesta unica)

o Si, en todos los casos
o Si, en algunos casos
o No

5.11. En el caso de los sistemas de IA ya desarrollados, ése ha
procedido a la certificacion como Productos Sanitarios con IA de
acuerdo con su finalidad de uso antes de su implementacion
clinica?

(respuesta Unica)

o Si, entodos los casos
o Si, en algunos casos
o No

5.12. {Se aplican en su centro guias de referencia para garantizar las
Buenas Practicas en Investigacion con IA?

(respuesta Unica)
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o Si, entodos los casos
o Si, en algunos casos
o No

5.13. {Qué guias de referencia se utilizan?

(respuesta multiple)

SPIRIT-AI
CONSORT-AI
TRIPOD-AI
STARD-AI
Otros

No aplica

0O O O O O O

5.14. ¢Participa su instituto en proyectos relacionados con el Espacio
Europeo de Datos de Salud (EHDS)?

(respuesta unica)

o Si, con proyectos en marcha
o No, en proceso de incorporacién
o No

5.15. ¢Dispone el IIS de una estrategia institucional para acompaiiar
a los investigadores a desarrollar evaluaciones de impacto de
proteccion de datos de caracter personal?

(respuesta Unica)

o Si, con proyectos en marcha
o No, en proceso de incorporacién
o No

5.16. ¢Dispone el IIS de una estrategia institucional para acompaiiar
a los investigadores a desarrollar evaluaciones de impacto
derivadas del Reglamento Europeo de Inteligencia Artificial?
(respuesta Unica)

o Si, con proyectos en marcha
o No, en proceso de incorporacién
o No

5.17. ¢Dispone el IIS de una estrategia institucional de gobernanza
que permita detectar si se cumplen las obligaciones que se
derivan del Reglamento Europeo de Inteligencia Artificial?

(respuesta Unica)

o Si, con proyectos en marcha
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o No, en proceso de incorporacion
o No

6. Proyectos con uso de Big Data e IA en investigacion
biomédica:

6.1. ¢Existe en su centro un circuito definido para la preparacion,
planificacion y aprobacidn de proyectos con uso de Big Data e

1A?
(respuesta Unica)
o Si
o En proceso de definicién
o No
o Otros: (especificar)

6.2. ¢Con qué tipologia de datos se trabaja en los proyectos de
investigacion del centro?

(respuesta multiple)

o Historia Clinica Electrdnica:
Datos Clinicos
e Datos de Laboratorio
e Imagen médica
e Otros
Wearables / dispositivos médicos
Gendmicos / dmicos
Biobanco
Administrativos / gestion
Socioecondmicos
Ambientales
Registros nacionales/autonémicos
Otros (especificar)

O O O O O 0 0 O

6.3. Respecto a los datos clinicos, ¢existe en su centro u hospital
asociado la posibilidad de obtener volcado masivo para uso
secundario en investigacion?

(respuesta unica)

Si
En proceso de construccidn
No

Otros: (especificar)

O O O O

49



Grupo de trabajo 5: Inteligencia Artificial
7 GOBIERNO MINISTERIO . ii i
DEESPANA  DECENGIAINNOVACON jnoriuto Subproyecto 2: Mapa sobre la situacion de la

Y UNIVERSIDADES de Salud investigacion con Big Data e IA en los IISA
arlos

6.4. Respecto a los datos clinicos, écon qué nivel de estandarizacion
estan disponibles?

(respuesta unica)

o Datos clinicos no estandarizados.

o Datos parcialmente estandarizados (OMOP, i2b2,CDISC, FHIR, SNOMED, LOINC,
OMORP, etc.)

o Datos completamente estandarizados (OMOP, i2b2,CDISC, FHIR, SNOMED, LOINC,
OMOP, etc)

6.5. ¢Qué nivel de integracidon tienen los datos clinicos entre
centros?

(respuesta multiple)

Local (entre centros pertenecientes al IIS)

Provincial (entre centros de la regidn o provincia)
Autondmico (entre centros de la Comunidad Auténoma)
Ninguna de las anteriores

O O O O

6.6. Numero de proyectos activos con Big Data / IA en el aiio
previo:

(respuesta Unica)

0

1-9

10-24

25-49

> 50 (especificar):
NS/NC

O O O O O O

6.7. Numero de proyectos activos con Big Data / IA en el aiio actual

(respuesta unica)

0

1-9

10-24

25-49

> 50 (especificar):
NS/NC

O O O O O O

6.8. Numero de proyectos con Big Data / IA finalizados en el afio
previo

(respuesta unica)

0

1-9
10-24
25-49

O O O O
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o 250 (especificar):

o NS/NC

6.9. N2 de investigadores implicados en proyectos con Big Data/IA:

(respuesta unica)

0
1-9
10-

0O O O O O O

24

25-49
> 50 (especificar):
NS/NC

6.10. Estos proyectos son estudios:

(indicar % en cada categoria, suma debe ser 100%)

o (
o (
o (

%)

prospectivos

% ) retrospectivos

%)

Mixtos

6.11. ¢En qué estado de madurez se encuentran estos proyectos?

(indicar % en cada categoria, suma debe ser 100%)

— — — — p— —

O O O O O O

%)
%)
%)
%)
%)
%)

Fase de idea

Fase de disefio

Fase de desarrollo

Fase de validacion

Fase de marcado CE

Fase de implementacidn en la practica clinica

6.12. ¢Estan sus proyectos protegidos intelectualmente?

(respuesta unica)

o Si, en su totalidad
o Si, parcialmente

o No

6.13. ¢En qué areas se aplican los proyectos de investigacion con IA?
Indique el % aproximado

(respuesta multiple , suma debe ser 100%)

(
(
(
(
(
(

0O O O O O O

%)
%)
%)
%)
%)
%)

Investigacion clinica

Epidemiologia / salud poblacional

Imagen médica (radiologia, anatomia patolégica, oftalmologia, etc.)
Gendmica / multi-dmica

Gestidn hospitalaria / eficiencia

Otras (especificar)
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6.14. Fuentes de financiacion de los proyectos de investigacién con
Big Data e IA:

(respuesta multiple, suma de % debe ser 100%)

o Fondos europeos (Horizon Europe, Digital Europe, etc.) %

Fondos nacionales (ISCIIl / Agencia Estatal de Investigacién) %
Fondos autonémicos__ %

Fondos privados (industria farmacéutica, tecnolégica) %

Fondos propios del IS %

Otros (donaciones,... especificar) %

O O O O O

6.15. ¢ Participa el IIS en colaboraciones publico-privadas para el
desarrollo de proyectos de investigacidon con Big Data e IA?

(respuesta Unica)

o Si
o No

6.16. ¢ Cuenta su lIS con participacion ciudadana y de pacientes en
proyectos de IA?

(respuesta Unica)

o Si, estructurada (comités, grupos de trabajo)
o Si, puntual
o No

6.17. ¢ Participa su centro en consorcios multicéntricos en proyectos
de IA?

(respuesta multiple)

o Si, a nivel local/regional

o Si, a nivel nacional

o Si, a nivel internacional

o Sin participacion en estudios multicéntricos

6.18. ¢{Dispone de proyectos en marcha con aprendizaje federado?

(respuesta Unica)

o Si, en operacion
o Planificados
o No

6.19. En caso afirmativo, indique qué plataformas utiliza: (respuesta

multiple)
o OTwin
o Flower
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6.20. ¢éSe utiliza IA Generativa en los proyectos de investigacion del

I1Ss?

(respuesta unica)

o Si, envarios proyectos
o Si, en piloto
o No

o NS/NC

6.21. ¢{Se utilizan datos sintéticos en los proyectos de investigacion

del 1IS?
(respuesta Unica)
o Si
o Enexploracion
o No

7. Obstaculos y Retos:

7.1. ¢Cuales son las principales barreras para llevar a cabo los
proyectos con Big Data e IA en su instituto?

(respuesta multiple)

o

O O O O O 0 O O

Otros (especificar)

Demasiadas obligaciones regulatorias

Falta de conocimiento de las obligaciones regulatorias
Técnicas (interoperabilidad, estandarizacién)
Financiacion insuficiente
Infraestructura insuficiente
Escasez de personal cualificado

Dificultades de colaboracién entre centros
Dificultad de obtencién del dato para investigacién

7.2. Tiempo medio de aprobacion de proyectos Big Data/IA en

CElm:

(respuesta Unica)

o <3 meses
o 3—6 meses
o > 6 meses
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7.3. Unavez aprobado el proyecto, tiempo medio de espera para
recepcion de los datos clinicos para su desarrollo:

(respuesta unica)

o <3 meses
o 3—6 meses
o > 6 meses

7.4. ¢Cuales son las dificultades de la transferencia de activos de IA
generados en investigacion?

(respuesta multiple)

Financieros

Aprobaciones por organismos reguladores.

Falta de conocimiento del proceso de transferencia.

Alta competencia internacional

Politica de implementacidn en el sistema nacional de salud.
Otros (especificar)

O O O O O O

8. Perspectivas y necesidades

8.1. Principales necesidades inmediatas:

(respuesta multiple)

Infraestructura tecnoldgica
Personal especializado
Formacion

Marco normativo

Gobernanza

Financiacién

Colaboracién con otros centros
Otras (especificar)

O O O O O O O O

8.2. Que ayudaria mas al IIS para poder desarrollar Proyectos de IA
(ordenar de 1 a 5 del mas importante al menos importante):

(respuesta multiple)

(__) Financiacién especifica

(__) Formacion

(__) Infraestructuras

(__) Adaptacion de la normativa europea a nivel espanol
(__) Otros (especificar)

O O O O O

8.3. Expectativas de evolucion en 3-5 aios:
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9. Observaciones Adicionales:

9.1. ¢Considera util repetir la encuesta periédicamente?

o Si, cada afno
o Si, cada 2 afios
o No

9.2. Otras observaciones finales:
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Subproyecto 3: Guia de requisitos técnicos y regulatorios para
proyectos con Big Data e Inteligencia Artificial (IA) en salud

Version: 1.2 - Fecha: 03/12/2025
Grupo de trabajo: GdT5
Coordinadores: IBSAL - IIS La Fe - INIBIC

Control de versiones

VERSION FECHA CAMBIOS PRINCIPALES
1.0 ‘ 15/09/2025 Publicacién version inicial
1.1 ‘ 30/09/2025 Revisién GdT5-IA

1.2 ‘ 02/12/2025 Revision GT-IA ISClII

Nota legal y de alcance

Este documento ofrece criterios operativos para proyectos de IA y big data en salud. No
sustituye a la normativa vigente; en caso de discrepancia, prevalece el MDR (UE) 2017/745,
IVDR (UE) 2017/746, Al Act, RGPD/LOPDGDD, RD 192/2023 y las guias de AEMPS/MDCG.
El término ICPS se usa aqui como investigacion clinica con producto sanitario (estudios
regulados). El despliegue asistencial se refiere al uso rutinario fuera del marco de
investigacion.

Agradecimientos

A los miembros del GdT5 Al — Subgrupo 3, y a las instituciones colaboradoras (ISCIII, IBSAL,
11S La Fe e INIBIC), por sus aportaciones técnicas, regulatorias y clinicas.

A los equipos de datos, Tl y ciberseguridad de los centros participantes por su apoyo en
interoperabilidad e integracion.

Resumen ejecutivo

Esta guia ofrece un marco practico y verificable para diseiar, evaluar e implantar proyectos de
inteligencia artificial (1A) y big data en salud en el ambito del SNS espafiol. Su objetivo es
facilitar decisiones informadas por parte de equipos investigadores, gestores clinicos y
unidades de apoyo, alineando los proyectos con los requisitos cientificos, ético-legales y
organizativos vigentes, y acelerando su traslacion a la practica clinica.

A quién va dirigida
e Investigadores y grupos de investigacién que desarrollan o implementan modelos de
IA/big data.

e Unidades de Investigacién Clinica (UIC) y plataformas de soporte que acompafian los
estudios.
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Comités y unidades transversales (ética, proteccion de datos, seguridad de la
informacion, calidad).

Aliados externos (empresas medtech/pharma, pymes tecnoldgicas y administraciones
sanitarias).

Qué aporta

Un mapa regulatorio aplicado al caso: identificacion de normativa, guias y roles
implicados; cronograma de obligaciones del Al Act y de producto sanitario cuando
aplique.

Un itinerario por niveles de madurez (TRL) con evidencias minimas por hito y criterios
de puerta de paso.

Un modelo de evaluacién y baremacion transparente, con acta, hoja de puntuacion
por bloques y condiciones de financiacién/seguimiento.

Plantillas, listas de verificacion y salidas normalizadas para anexar a memorias, PNT,
HIP/Cl y expedientes regulatorios.

Pautas de interoperabilidad y gobierno del dato (calidad, trazabilidad, catdlogo,
intercambio seguro con redes/consorcios).

Requisitos esenciales de ciberseguridad y proteccidon de datos desde el disefio, con
controles técnicos y organizativos minimos.

Recomendaciones de formacion priorizada para equipos (proteccion de datos, IA
responsable, producto sanitario y CTIS).

Estado del documento: finalizado.
Fecha de aprobacién: [Pendiente]
Préxima revision programada: [24 meses desde aprobacion]
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Subproyecto 3: Guia de requisitos técnicos y regulatorios
para proyectos con Big Data e Inteligencia Artificial (IA) en salud

1. Objetivo y alcance

Propdsito de la guia: integrar en un Unico marco los requisitos técnicos, éticos y regulatorios aplicables
a proyectos de Inteligencia Artificial (IA) y Big Data en salud, de forma practica y verificable, para
facilitar su disefio, evaluacién, autorizacién y despliegue seguro en el Sistema Nacional de Salud (SNS).
La guia busca homogeneizar criterios entre investigadores, evaluadores y drganos de supervision,
reducir la incertidumbre regulatoria y promover el valor clinico y la proteccién de las personas.

Alcance: aplica a proyectos de investigacién, validacion y despliegue asistencial en el SNS que utilicen
datos de salud y/o algoritmos de IA, incluyendo tanto software cualificado como producto sanitario y
proyectos cuyo software no tiene como finalidad ni consideracién de producto sanitario, pero emplea
analitica avanzada.

e Ciclo de vida cubierto: Concepciény disefio - preparacién y gobernanza de datos - desarrollo
y validacion (interna/externa) - evaluacion clinica - implantacién en entorno asistencial -
monitorizacién posdespliegue, mantenimiento y retirada.

e Tipologia de proyectos:
i. Proyecto de Investigaciéon (Pl) — investigacién y desarrollo algoritmico con datos
retrospectivos/prospectivos (TRL 1-3);

ii. Investigacion Clinica con Producto Sanitario (ICPS; estudios regulados, TRL 24). Cuando
exista uso rutinario fuera del estudio, se denomina despliegue asistencial (no ICPS).

e Ambitos y entornos: unidades clinicas y de apoyo, investigacién traslacional, redes
multicéntricas y escenarios de aprendizaje federado.

e Tipos de datos: historia clinica electrénica (HCE), imagen médica (incluido DICOM), sefiales,
datos dmicos, informes clinicos, Patient-Reported Outcome Measures / Patient-Reported
Experience Measures (PROMs/PREMs) y datos administrativos u operacionales.

Limites y exclusiones: quedan fuera del alcance las aplicaciones no sanitarias (p. ej., bienestar/fitness
sin finalidad médica), comunicaciones comerciales o publicitarias y ambitos de investigacion basica en
modelos animales. Esta guia no sustituye a la normativa vigente; en caso de discrepancia prevalece la
regulacién aplicable en la UE y en Espania.

Qué exige la guia: la guia exige: (i) un marco regulatorio aplicado al caso, con la cualificacién (incluida
la de producto sanitario si procede), la clase y las obligaciones clave (MDR/IVDR, Al Act), asi como las
referencias MDCG/AEMPS vy la definicidn de roles; (ii) evidencias por TRLy |la correspondiente decision
de paso documentada; (iii) interoperabilidad y gobierno del dato, incluyendo catalogos, estandares,
medidas de calidad y mecanismos de intercambio seguro; (iv) ciberseguridad by design, con analisis y
tratamiento de riesgos, controles técnicos y organizativos minimos, continuidad y respuesta a
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incidentes; y (v) evaluacion y baremacion, con acta, hoja de puntuacién por bloques, condiciones de
financiacion y registro de seguimiento.

Nota de uso: las secciones posteriores detallan requisitos verificables y anexos con listas de
comprobacidon y plantillas. La numeracién y las referencias internas facilitan su adopcién en
convocatorias y evaluaciones del ISCIIl y otros agentes.

2.Publicos objetivo y usos previstos

2.1. Publicos objetivo

Investigadores clinicos y expertos en analisis de datos e IA, promotores y responsables
cientificos de proyectos de IA y big data en salud.

Equipos clinico-asistenciales (médicos, enfermeria y otros profesionales sanitarios) y equipos
de apoyo (farmacia, radiologia, laboratorio, anatomia patoldgica, documentacion clinica, etc.).

Unidades de innovacién y transformacién digital, oficinas de datos y dreas de tecnologias de la
informacidn hospitalarias (Tl); responsables de interoperabilidad y estdndares (p. e]., HL7 FHIR,
DICOM, openEHR, OMOP, IHE), sin limitarse exclusivamente a ellos).

Delegados de Proteccion de Datos (DPD), responsables y encargados del tratamiento, y equipos
de seguridad/ciberseguridad.

Comités de Etica de la Investigacion (CEIm) y érganos de gobernanza ética.
Autoridades y agencias reguladoras (p. ej., AEMPS) y servicios de salud autonémicos.
Fabricantes y proveedores tecnolégicos (incluido software como producto sanitario).

Evaluadores y financiadores publicos y privados responsables de convocatorias del ISCIII,
procesos de compra publica de innovacion, etc.).

Pacientes y asociaciones, en lo relativo a participacion, informacion y coevaluacién del valor
clinico; Comités de Seguridad del Paciente y Calidad Asistencial, responsables de validar planes
de mitigacion y supervisar incidentes en la practica clinica (en linea con MDR GSPR y normativa
nacional de seguridad del paciente); y Unidades de Evaluacion de Tecnologias Sanitarias (HTA)
y Agencias de Calidad, cuyos informes son determinantes para la adopcidn, financiacién y
escalado de proyectos de IA en el SNS (p. ej., RedETS, EUnetHTA).

2.2. Usos previstos:

Disefio del proyecto: apoyar la definicidn de objetivos clinicos y de negocio, poblacién diana,
variables y criterios de valoracidn (endpoints), asi como la planificacién del ciclo de vida (desde
la concepcidn y disefio hasta la monitorizacién posdespliegue).
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Gobernanza de datos y cumplimiento normativo: estructurar politicas de proteccién de datos
y seguridad conforme al RGPD y la LOPDGDD, incluyendo bases juridicas, Evaluacidon de
Impacto en Proteccion de Datos (DPIA), minimizacidn, control de acceso, trazabilidad y politicas
de retencién/eliminacion.

Desarrollo y validacién técnica: fijar criterios minimos de calidad de datos, métricas de
rendimiento (incluida calibracidn), validacion interna y externa y estrategias para la gestion de
sesgos.

Regulacion y ética: determinar si el software se califica como producto sanitario, su clase de
riesgo y la documentacién exigible; preparar la presentacion del proyecto para su evaluacion
por el Comité de Etica de la Investigacion (CEIm) y, cuando proceda, ante la Agencia Espafiola
de Medicamentos y Productos Sanitarios (AEMPS).

Interoperabilidad e integraciéon clinica: orientar la integracién con la Historia Clinica
Electrénica (HCE), estandares como HL7 FHIR, DICOM vy otros sistemas, asegurando ademas
requisitos de experiencia de usuario clinica (UX) y seguridad.

Evaluacién y financiacidn: aplicar criterios y baremos para proyectos de investigaciéon (Pl) e
investigacién clinica con producto sanitario (ICPS), considerando la viabilidad, la madurez
tecnoldgica (TRL), y el apoyo a decisiones de inversién y financiacion.

Implantacidon y operacidén: planificar pilotos, formacidon de usuarios, gestion del cambio,
monitorizacion posdespliegue (deteccion de drift, seguridad, rendimiento) y planes de
actuacién controlada.

Escalabilidad y sostenibilidad: facilitar el escalado multicéntrico, la cooperacién (incluido el
aprendizaje federado), el mantenimiento y la evaluacién econémica (p. ej., coste total de
propiedad TCO, retorno de la inversién ROl y razén incremental coste-efectividad ICER).

3.Terminologia y definiciones clave

Este apartado define los términos esenciales para interpretar los requisitos de la guia. Las siglas se
explican la primera vez que aparecen. Cada definicion incluye, cuando es relevante, el contexto
normativo o técnico que condiciona su aplicacién en proyectos de IA y Big Data en salud.

3.1. Acronimos de uso frecuente:

A. Regulatorio, ético y proteccién de datos (UE/Espafia)

AEPD: Agencia Espafiola de Proteccion de Datos.

EDPB/CEPD: European Data Protection Board / Comité Europeo de Proteccion de Datos.

MDCG: Medical Device Coordination Group (Grupo de Coordinacién de Productos Sanitarios).

EUDAMED: Base europea de datos de productos sanitarios.
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e UDI: Identificador Unico de producto sanitario.

e ON (NB): Organismo Notificado (Notified Body).

e PMS/VPC: Post-Market Surveillance / Vigilancia poscomercializacidn.

e  PMCF: Post-Market Clinical Follow-up (seguimiento clinico poscomercializacion).

e GSPR: General Safety and Performance Requirements (Requisitos generales de seguridad y
funcionamiento del MDR).

e SO 13485: Sistemas de gestidn de la calidad para productos sanitarios.

e IS0 14971: Gestidn de riesgos para productos sanitarios.

e IS0 14155: Investigacion clinica de productos sanitarios en sujetos humanos (BPC).
e |EC62304: Ciclo de vida del software de productos sanitarios.

e NIS2: Directiva europea de ciberseguridad para sectores esenciales.

e ENS: Esquema Nacional de Seguridad.

B. Interoperabilidad y estandares clinicos

e HL7 v2 / CDA: Mensajeria HL7 versién 2 / Clinical Document Architecture.

e IHE: Integrating the Healthcare Enterprise (perfiles de integracién).

e openEHR: Modelo de informacion clinica abierto.

e OMOP CDM (OHDSI): Common Data Model del consorcio OHDSI.

e PACS /RIS / LIS: Picture/ Radiology/ Laboratory Information System.

e SNOMED CT / LOINC / ICD-10-ES / ATC / RxNorm: Terminologias clinicas y de farmacos.
e CDS Hooks / SMART on FHIR: Integracion de soporte a la decisién y apps sobre FHIR.

e ONNX: Open Neural Network Exchange (portabilidad de modelos).

C. Datos, seguridad y operacion

e ETL/ ELT: Extraccion-Transformacién-Carga / Extraccion-Carga-Transformacion.
e RBAC/ ABAC: Control de acceso basado en roles / atributos.

e IAM / SSO / OIDC / OAuth2 / TLS / PKI: Gestion de identidades, inicio Unico y protocolos de
autenticaciéon/cifrado.

e SIEM / SOC: Gestidn de eventos de seguridad / Centro de operaciones de seguridad.
e SBOM: Software Bill of Materials.

e CVE / CWE: Vulnerabilidades y debilidades comunes.

e SAST / DAST: Analisis estatico / dinamico de seguridad.

e RPO/RTO: Objetivo de punto de recuperacién / de tiempo de recuperacion.

e CI/CD: Integracion y despliegue continuos.

e SLA/SLO: Acuerdo / objetivo de nivel de servicio.

e RACI: Matriz de responsabilidades (Responsible, Accountable, Consulted, Informed).
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e DTA: Data Transfer Agreement (acuerdo de transferencia de datos).

e DSA: Data Sharing Agreement (acuerdo de comparticién de datos).

e DPA: Data Processing Agreement (contrato de encargo de tratamiento de datos).
e JCA: Joint Controller Agreement (acuerdo de corresponsabilidad de tratamiento).

e UX: Experiencia de usuario.

D. IA, métricas y evaluacion

e AUC-ROC / AUPRC: Area bajo la curva ROC/ PR.

e F1/PPV(VPP)/ NPV (VPN): Medidas de rendimiento de clasificacidn.

e ECE / Brier: Error de calibracién esperado / puntuacion de Brier.

¢ KPI/KPIs: Indicadores clave de desempefio.

e HTA: Health Technology Assessment (evaluacién de tecnologias sanitarias).

e BIA: Budget Impact Analysis (andlisis de impacto presupuestario).

e QALY / DALY: Afios de vida ajustados por calidad / perdidos por discapacidad.

E. Compra y financiacién

e CPI: Compra Publica de Innovacién.

e ROI /TCO / ICER: Retorno de inversion / coste total de propiedad / razén incremental coste-
efectividad.

3.2. Definiciones Clave:

A. Inteligencia Artificial y sistemas relacionados

Sistema de IA (Al Act): sistema basado en técnicas estadisticas, légicas o computacionales que, a partir
de objetivos definidos por personas, es capaz de inferir, predecir, clasificar, recomendar o tomar
decisiones con impacto en entornos fisicos o virtuales. El Al Act establece que, en el ambito de la salud,
estos sistemas suelen considerarse de alto riesgo, lo que conlleva obligaciones reforzadas en materia
de gestidn de riesgos, supervision humana, transparencia y seguridad.

B. Datos y privacidad

Big Data en salud: conjuntos de datos sanitarios masivos, heterogéneos, multimodales y/o
longitudinales (p. ej., HCE, imagen médica, dmicas, sefiales, texto libre) que requieren arquitecturas y
procesos especificos de gobernanza, calidad, seguridad y analisis.

Datos personales de salud: informacion relativa a la salud fisica o mental de una persona identificada
o identificable (incluye datos inferidos). Su tratamiento exige bases juridicas reforzadas y medidas de
seguridad avanzadas conforme al Reglamento General de Proteccién de Datos (RGPD) y la Ley Organica
de Proteccion de Datos y Garantia de Derechos Digitales (LOPDGDD).
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Pseudonimizacion: tratamiento de datos personales de manera que ya no puedan atribuirse a un
interesado sin utilizar informacién adicional, siempre que dicha informacién adicional se mantenga por
separado y esté protegida mediante medidas técnicas y organizativas adecuadas (art. 4.5 RGPD). La
AEPD aclara que la informacién seudonimizada sigue siendo dato personal, dado que puede
reidentificarse a través de la informacién adicional, que debe conservarse separada y debidamente
protegida

Anonimizacién: conversién de datos personales en datos que no puedan utilizarse para identificar a
ningun individuo. La anonimizacidn debe ser irreversible en términos razonables, mediante la
aplicacion de medidas técnicas y organizativas que eviten la reidentificacidn. Los datos anonimizados
quedan fuera del ambito de aplicacién del RGPD (Considerando 26).

C. Tipologia de proyectos y madurez

Proyecto PI (Investigacién/Desarrollo): iniciativas orientadas al desarrollo y prueba de concepto de
algoritmos con datos retrospectivos o prospectivos, sin impacto directo en la practica clinica.
Corresponde a niveles de madurez tecnolégica (TRL, Technology Readiness Level) 1-3.

Proyecto ICPS (Investigacion clinica con producto sanitario): estudio regulado conforme al
Reglamento de Productos Sanitarios (MDR/IVDR) y a la normativa espafiola, autorizado por un Comité
de Etica de la Investigacién (CEIm) y, cuando proceda, por la Agencia Espafiola de Medicamentos y
Productos Sanitarios (AEMPS). Su objetivo es generar evidencia clinica sobre un producto sanitario,
incluido el software como dispositivo médico (SaMD). Puede requerir integracidn técnica en el entorno
asistencial, pero su uso estd acotado al marco de investigacion y a los procedimientos del estudio y no
constituye operacion rutinaria del servicio.

Despliegue asistencial (operacion): uso rutinario del sistema en la practica clinica fuera del marco de
investigacién. Requiere monitorizacion posdespliegue (Post-Market Surveillance, PMS y Post-Market
Clinical Follow-up, PMCF cuando aplique) y modelo de gobernanza operativo. No se considera
investigacién clinica con producto sanitario (ICPS).

Software de uso médico (SaMD): software que, por si solo, cumple una finalidad médica. Cuando se
destina a diagndstico, prevencidon, monitorizacién o apoyo a decisiones clinicas, puede cualificar como
producto sanitario (PS) y quedar sujeto al Reglamento de PS (MDR/IVDR) y a la normativa nacional
aplicable.

Fabricante legal: persona fisica o juridica responsable del disefio, fabricacién, marcado CE,
documentacién técnica y vigilancia poscomercializacién de un PS (incluido software).

Evaluacion de impacto en proteccion de datos (DPIA/EIPD): analisis sistemdtico para identificar y
mitigar riesgos que un tratamiento de datos personales puede generar para los derechos y libertades
de las personas, conforme al articulo 35 del RGPD. Es obligatoria en tratamientos de alto riesgo, como
los que implican IA en salud.

Base juridica del tratamiento: fundamento legal que habilita el tratamiento de datos personales (p. €j.,
mision en interés publico, investigacidn cientifica, obligacién legal o consentimiento cuando proceda),
en coherencia con las categorias especiales de datos del articulo 9 del RGPD.

D. Conceptos técnicos clave
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Calidad de datos: grado en que los datos son completos, exactos, coherentes, oportunos y
representativos de la poblacién diana; incluye la gestidon de valores perdidos, andmalos (outliers) y
sesgos de seleccidn.
Validacidn interna / externa: la validacidn interna estima el rendimiento del modelo en los datos de
desarrollo (mediante particidon o remuestreo); la validacion externa lo mide en centros o poblaciones
distintas para evaluar la capacidad de generalizacién.
Generalizacion: capacidad del modelo para mantener rendimiento y calibracién fuera del conjunto de
entrenamiento, en contextos y poblaciones distintas.
Calibracién: concordancia entre probabilidades estimadas y frecuencias observadas; esencial para
decisiones clinicas basadas en riesgo.
Sesgo algoritmico y equidad: desviacion sistematica del rendimiento o de la utilidad entre subgrupos
(p. €j., por sexo, edad, etnia, centro), que requiere medicion, mitigacion y seguimiento.
Explicabilidad: capacidad de justificar por qué un modelo toma una decisidn concreta.
Interpretabilidad: capacidad para comprender la estructura interna de un modelo. Por ejemplo, las
regresiones lineales, que se interpretan en términos de sus coeficientes.
Trazabilidad y registro (logging): capacidad de reconstruir el historial de datos, versiones de modelo,
pardmetros, umbrales, decisiones y cambios a lo largo del ciclo de vida.
Supervision humana efectiva: mecanismos que permiten a profesionales cualificados entender,
intervenir, anular y responsabilizarse de decisiones apoyadas por IA.
Cambio significativo (modelo/software): modificacién que puede afectar a la seguridad o al
rendimiento clinico (p. ej., incorporacién de nuevos datos, cambio de poblaciéon diana o de
arquitectura), y que exige control de cambios y, en su caso, nueva evaluacion o regulacion.
Monitorizacion posdespliegue: seguimiento continuo del rendimiento, seguridad, incidencias, drifts y
uso real, con planes de mantenimiento, recalibracion y retirada.
Drift:

e Data drift: cambio en la distribucién de los datos de entrada respecto al conjunto de

entrenamiento.

e Concept drift: cambio en la relacidn entre variables y el objetivo clinico.
Ambos fendmenos pueden degradar el rendimiento del modelo si no se detectan y corrigen
MLOps: conjunto de practicas para desarrollar, validar, versionar, desplegar y mantener modelos de IA
de forma reproducible y segura, incluyendo automatizacién, control de cambios, auditoria y
gobernanza.
Interoperabilidad (HL7 FHIR, DICOM): capacidad de intercambiar e interpretar datos clinicos de forma

segura y estructurada. HI7 FHIR se utiliza para recursos clinicos y DICOM para imdagenes y sus
metadatos.

E. Interoperabilidad y operacion

Historia clinica electrénica (HCE): sistema corporativo que almacena y gestiona la informacion clinica
longitudinal del paciente.
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Patient-Reported Outcome Measures (PROMs)/ Patient-Reported Experience Measure (PREMs):
resultados comunicados por pacientes (PROMs) y experiencia percibida por pacientes (PREMs), utiles
como variables de resultado (endpoints) y para evaluar impacto asistencial.

ModelCard / DataSheet: plantillas de documentacién estandarizada para documentar modelos y
conjunto de datos, incluyendo origen, poblacidn, limitaciones, métricas, riesgos, usos previstos y
prohibidos, y requisitos de mantenimiento.

Aprendizaje federado: paradigma de entrenamiento y validacién en el que los datos permanecen en
origen compartiendo Unicamente pardmetros o actualizaciones en el modelo bajo un marco de
gobernanza y seguridad definido.

Seguridad del paciente: principio y conjunto de medidas para prevenir dafios derivados del uso del
sistema, incluyendo incluye gestion de riesgos, alertas, salvaguardas y validacién de usabilidad clinica.
Evaluacion econdémica: analisis del coste total de propiedad (TCO), retorno de la inversidn (ROI) y
coste-efectividad incremental (ICER) para apoyar decisiones de implantacion y escalado.

UX clinica: disefo de interfaces y flujos seguros intuitivos, accesibles y eficientes, seguros), validados
con usuarios y alineados con la HCE; incluye manejo de alertas, privacidad y seguridad.

IA de proposito general (General Purpose Al (GPAI)): modelos o sistemas de IA de alcance general,
capaces de realizar una amplia gama de tareas y de integrarse en otras aplicaciones. El Al Act establece
requisitos especificos de documentacidn, transparencia y uso responsable cuando se emplean como
base de otros sistemas.

Indicador de nivel de servicio (Service Level Indicator (SLI)): métrica cuantitativa que mide un aspecto
del servicio (p. ej., latencia p95, disponibilidad, tasa de errores) y sirve de base para definir acuerdos
de nivel de servicio (SLA) y objetivos (SLO).

4. Marco regulatorio aplicable

Esta guia se alinea con el marco europeo (MDR/IVDR y Reglamento de IA) y con el marco nacional
espafiol (AEMPS, RD 192/2023 y proteccion de datos — RGPD/LOPDGDD). Se describen obligaciones
clave y su cronograma de aplicacion.

4.1. MDR/IVDR y cualificacion de software de IA como producto sanitario

e Cualificacidon y clasificacion: El software destinado a fines médicos (diagndstico, prevencion,
monitorizacién, apoyo a decisiones, etc.) puede cualificar como producto sanitario (PS) bajo
el MDR (UE) 2017/745 o el IVDR (UE) 2017/746, con obligaciones de evaluacién
clinica/desempefio y gestidn de riesgos. La MDCG mantiene guias especificas para software (p.
ej., MDCG 2020-1 sobre evaluacién clinica de software). European Commisision / Guidance -
MDCG endorsed documents and other guidance

e Espaina — autoridad competente y licencias: La AEMPS es autoridad competente. El Real
Decreto 192/2023 regula, entre otros, licencias previas de funcionamiento de instalaciones,
entidades notificadas, reprocesamiento y vigilancia de PS en Espafia. AEMPS - Legislacién sobre

productos sanitarios
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Guias nacionales de apoyo: La AEMPS publica guias operativas (p. ej., Guia para la
comercializacion de productos sanitarios en Espafia, 2025), utiles para fabricantes,
importadores y distribuidores. Guia para la comercializacidon de PS en Espaina

4.2. Reglamento europeo de IA (Al Act) e interaccion con MDR/IVDR

Ambito y cronograma: El Al Act entré en vigor el 1 de agosto de 2024. Prohibiciones y
obligaciones de alfabetizacion en IA aplican desde el 2 de febrero de 2025; reglas de
gobernanza y obligaciones para GPAI aplican desde el 2 de agosto de 2025; para sistemas de
IA de alto riesgo integrados en productos regulados (p. ej., PS bajo MDR/IVDR) la aplicacién
completa se extiende hasta el 2 de agosto de 2027. Al Act European Commission - Artificial
Intelligence in healthcare

Alto riesgo en salud: Los sistemas de IA que sean componentes de seguridad de productos
regulados (incluidos PS) se consideran de alto riesgo y deben cumplir requisitos de gestion de
riesgos, gobernanza y calidad de datos, documentacidn técnica, trazabilidad y registro de
eventos (logging), transparencia y supervision humana, normalmente integrados en el
procedimiento de evaluacidn de conformidad del producto sanitario. European Commission -
Artificial Intelligence in healthcare

4.3. Marco nacional espafiol y proteccion de datos

AEMPS y RD 192/2023: En Espafia, la AEMPS aplica el MDR/IVDR y el RD 192/2023 para
licencias, vigilancia, fabricacion (incluida in-house cuando proceda) y distribucion, con tramites
y registros especificos a nivel estatal/autondmico. AEMPS - Legislacién sobre productos
sanitarios

RGPD y LOPDGDD: EI RGPD (UE) 2016/679 regula el tratamiento de datos de salud, que forman
parte de las categorias especiales de datos personales. La base juridica de legitimacién debe
encontrarse siempre en el articulo 6 del RGPD (p. ej., art. 6(1)(e) mision en interés publico o
art. 6(1)(a) consentimiento en determinados supuestos), en conexion con lo previsto en las
leyes de los Estados Miembros. El articulo 9 RGPD no constituye en si mismo una base juridica,
sino que establece excepciones a la prohibicion general de tratar categorias especiales de
datos; en investigacion sanitaria suele aplicarse la excepcién del art. 9(2)(j) (fines de
investigacién cientifica), junto con las garantias del art. 89(1) (p. ej., seudonimizacién). La
LOPDGDD complementa y desarrolla esta regulacién en Espafia. Reglamento (UE) 2016/679 del
Parlamento Europeo y del Consejo, de 27 de abril de 2016, Ley Orgdnica 3/2018, de 5 de
diciembre, de Proteccién de Datos Personales y garantia de los derechos digitales.

Derechos y salvaguardas: Deben evaluarse DPIA/EIPD, minimizacidn, control de accesos,
retencién y ejercicio de derechos. La AEPD ofrece orientaciones especificas sobre datos de
salud. Comité Europeo de Proteccidon de Datos, Agencia Espaiiola de Proteccién de Datos
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4.4. Normas técnicas internacionales de referencia

Ademas de los marcos regulatorios europeos y nacionales, existen normas técnicas internacionales que
orientan el desarrollo y evaluacion de productos sanitarios basados en IA:
e SO 13485: gestidn de calidad en productos sanitarios.

e IS0 14971: gestidn de riesgos en dispositivos médicos.
e |EC 62304: ciclo de vida del software sanitario.
e IS0 14155:2020: Buenas Practicas Clinicas en investigaciones con productos sanitarios.

e ICH E6(R3) — Good Clinical Practice: actualmente en proceso de adopcidn internacional,
actualiza las Buenas Practicas Clinicas y sera de aplicacién transversal a los ensayos clinicos,
incluidos aquellos con productos sanitarios basados en IA. Su incorporacién refuerza la
armonizacion global de requisitos éticos, regulatorios y metodoldgicos.

Nota practica: En proyectos PI (TRL 1-3) y ICPS (TRL 24), documenta la cualificacién del software, la
clase de riesgo, la base juridica de datos, el plan de evaluacién clinica/desempefio, y el encaje Al Act
(alto riesgo), alineando el expediente técnico con MDR/IVDR vy, cuando proceda, con los hitos de
aplicacion del Al Act.

4.5. Ciberseguridad y resiliencia en hospitales.

La ciberseguridad constituye un elemento critico en la implantacidn de sistemas de IA y Big Data en
salud, dado que los hospitales forman parte de las infraestructuras criticas nacionales y son objetivos
frecuentes de ciberataques. La proteccion de los sistemas debe garantizar la confidencialidad,
integridad y disponibilidad de los datos clinicos, asi como la continuidad asistencial en caso de
incidentes.

Los proyectos deberan cumplir con los requisitos del Esquema Nacional de Seguridad (ENS) y de la
Directiva NIS2, incluyendo planes de prevencion, deteccion, respuesta y recuperacién ante incidentes.
Ademas, se espera la definicion de protocolos especificos de contingencia que contemplen la
coordinacion con los equipos de seguridad del centro sanitario y con los equipos de expertos en
seguridad informatica (CSIRT, Computer Security Incident Response Team) competentes.

En este contexto, es recomendable vincular los planes de ciberresiliencia hospitalaria con las
capacidades desarrolladas a nivel europeo. El Reglamento de Cibersolidaridad (UE) 2025/38 establece
la Reserva de Ciberseguridad de la Unién Europea, un mecanismo que pone a disposicidon de los
Estados miembros recursos especializados de deteccidn, analisis y respuesta frente a incidentes graves
que afecten a infraestructuras criticas, incluyendo las sanitarias.

Asimismo, el Comité Europeo de las Regiones ha sefialado la importancia de los centros regionales de
apoyo en ciberseguridad, concebidos como hubs descentralizados que ofrecen soporte directo a
hospitales y centros de investigacion biomédica con menor capacidad propia. Estos centros se
coordinan con las autoridades nacionales, con ENISA y con los Security Operation Centres (SOC)
europeos, garantizando una vigilancia en tiempo real y una capacidad de respuesta reforzada.

La integracion de estas capacidades europeas en los planes institucionales de ciberseguridad
hospitalaria aporta redundancia, soporte especializado y capacidad de escalado en caso de incidentes
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de gran magnitud. Al mismo tiempo, sitla a los proyectos de IA y Big Data en salud en un marco de
ciberresiliencia alineado con la estrategia digital europea, fortaleciendo la confianza de profesionales,
gestores y pacientes en el uso seguro de estas tecnologias.

Salida esperada del apartado 4: Mapa regulatorio aplicado al caso (RGPD/LOPDGDD; MDR/IVDR si
procede; Al Act; NIS2 y ENS; EHDS; CRA; normas IEC/1SO pertinentes).
Cualificacion y clase del sistema (si es producto sanitario), rol del operador (fabricante legal /
responsable del despliegue) y estrategia de conformidad (GSPR, evaluacion clinica/desempefio,
vigilancia poscomercializacién); cronograma del Al Act para el proyecto con hitos y obligaciones
aplicables (transparencia, alto riesgo, documentacion técnica, monitorizacion, registro); Listado de
guias MDCG/AEMPS referenciadas y trazabilidad de su aplicacién al proyecto (enlaces y versidn);
Alineacidn con ciberresiliencia: plan ENS/NIS2, coordinacién con CSIRT competente y, cuando aplique,
integracién con la Reserva de Ciberseguridad de la UE y centros regionales de apoyo.

5.Tipologia de proyectos y niveles de madurez (TRL)

Diferenciamos dos familias de proyectos por su finalidad y nivel de madurez: PI (investigacion y
desarrollo, TRL 1-3) e ICPS (Investigacion clinica con producto sanitario, TRL 24). La escala TRL se
adapta aqui a IA en salud para orientar hitos, evidencias y decisiones de paso. Esta adaptacion permite
alinear los niveles de madurez con los criterios de evaluacion y financiacién, asi como con los marcos
normativos aplicables (MDR/IVDR, Al Act, RGPD/LOPDGDD), facilitando la trazabilidad regulatoria y la
planificaciéon del despliegue asistencial.

5.1. Tipologia de proyectos

e Pl (Investigacion/Desarrollo): generacién y prueba de conceptos algoritmicos con datos
retrospectivos o prospectivos controlados. Enfoque principal en metodologia, calidad de datos,
rendimiento y generalizacion inicial. No hay uso asistencial real ni impacto directo sobre
pacientes. En la fase Pl no aplica la regulacion como producto sanitario ni el Al Act, salvo que
el software ya realice funciones criticas en salud. Si se recomienda documentar la finalidad
prevista y la base juridica del tratamiento de datos, especialmente cuando se utilicen datos
personales.

e ICPS (Investigacion clinica con PS): estudio regulado con CEIm/AEMPS cuando proceda,
orientado a generar evidencia clinica sobre el PS/SaMD. Puede requerir integracion técnica en
el hospital para ejecutar el protocolo, pero el uso queda circunscrito al ambito del estudio. Esta
fase debe incluir un plan de monitorizacién posdespliegue (PMS/PMCF), control de cambios y
trazabilidad operativa, asi como el cumplimiento de los requisitos de seguridad del paciente y
la garantia de una supervision humana efectiva.

e Despliegue asistencial (operacion): uso rutinario fuera del ensayo/estudio. El despliegue
asistencial queda implicito en los TRL 8-9 como fase posterior a ICPS. En esta guia, los TRL se
han adaptado especificamente al contexto de IA en salud, incorporando requisitos técnicos,
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regulatorios y clinicos. Cada nivel debe documentarse con artefactos verificables que
respalden la progresiéon hacia fases posteriores.

5.2. TRL adaptados a IA en salud: hitos y evidencias minimas

Los niveles de madurez tecnoldgica (TRL) se han adaptado especificamente al ambito de la IA en salud,
incorporando evidencias técnicas, regulatorias y clinicas. Cada nivel debe documentarse mediante
artefactos verificables (protocolos, informes, validaciones, aprobaciones regulatorias) que permitan
trazar de forma clara la progresion hacia etapas posteriores.

A continuacion, se describen los nueve niveles de madurez tecnolégica (TRL) adaptados a proyectos
de IA en salud, junto con los hitos y evidencias minimas que deben acompafiar cada fase.

TRL 1 - Principios basicos observados. Conocimiento clinico y metodoldgico preliminar; definicién del
problemay de los posibles endpoints.

Evidencias: revision del estado del arte, hipétesis clinica, boceto de finalidad prevista (intended use).
TRL 2 - Concepto formulado. Disefio conceptual del enfoque algoritmico y plan de datos.

Evidencias: protocolo Pl de alto nivel, esquema de variables, criterios de inclusidn/exclusion, plan de
gobernanza y DPIA preliminar.

TRL 3 — Prueba de concepto. Desarrollo inicial con datos de investigacidn; validacién interna basica.
Evidencias: dataset curado (diccionario y linaje), métricas primarias, control de sobreajuste, analisis de
sesgos inicial, documentacidn reproducible.

TRL 4 — Minimo producto viable (entorno controlado). Versidn ejecutable con SOP técnicas y de datos;
validacién interna robusta y validacion externa inicial.

Evidencias: paquete software trazable (versionado), ModelCard y DataSheet iniciales, plan de riesgos,
seguridad y ciberseguridad.

TRL 5 — Validacién técnica en entorno relevante. Ensayos con datos de centros distintos y condiciones
proximas a la clinica (sin influir decisiones).

Evidencias: validacién externa multicéntrica, andlisis de calibracidn, rendimiento por subgrupos y
mitigacién de sesgos, plan de interoperabilidad.

TRL 6 —Piloto shadow mode (pruebas en la sombra) en clinica. Integracién con sistemas
(HCE/FHIR/DICOM) y ejecucion en paralelo al flujo clinico, sin sustituir juicio profesional.

Evidencias: evaluacién de usabilidad, tiempos y carga asistencial; registros (logging) y alertas; plan de
cambio predefinido.

TRL 7 - Uso supervisado con impacto asistencial acotado. Despliegue controlado en unidades piloto
con supervision humana efectiva.

Evidencias: aprobacion ética/organizativa, indicadores de seguridad del paciente, procedimiento de
override clinico, acuerdo de soporte y mantenimiento.

TRL 8 — Preparacion para adopcién regulada/operativa. Documentacidn técnica completa y procesos
de calidad para operacién sostenida; si aplica, expediente para marcado CE y cumplimiento de
requisitos del Al Act para alto riesgo.

Evidencias: gestion de riesgos consolidada, post-market plan (o plan de monitorizacion posdespliegue),
contratos y SLA/SLO.
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TRL 9 — Operacion a escala y mejora continua. Sistema en servicio estable, monitorizado y con mejora
controlada.

Evidencias: métricas en vida real, drift y recalibracién, auditorias periddicas, ciclo MLOps y revisién
anual.

5.3. Decisiones de paso y responsabilidades

e Pl - ICPS (2 TRL 4): requiere validacién externa, anadlisis de sesgos por subgrupos, DPIA
actualizada, plan de interoperabilidad y supervisién humana definida.

e Pre-uso asistencial (TRL 6-7): en ICPS, corresponden a pilotos y ejecucién “shadow/uso
supervisado” dentro del estudio; cualquier decisidn clinica se rige por el protocolo y la
supervisién humana definida.

e Operacion sostenida (TRL 8-9): requiere plan de monitorizacidn posdespliegue, control de
cambios y evidencias de formacién de usuarios. Suelen corresponder a despliegue asistencial
(poscomercializacion) con PMS/PMCF cuando aplique.

Cada transicién entre TRL debe estar respaldada por evidencias documentadas, y los gateways pueden
utilizarse como criterios objetivos de evaluacién en convocatorias publicas.

5.4. Correspondencia con evaluacidn y financiacion

e Evaluacién diferenciada: los criterios y baremos se aplican de forma distinta en Pl (calidad
cientifica y de datos, metodologia, potencial de generalizacion) e ICPS (seguridad,
interoperabilidad, impacto asistencial, sostenibilidad).

e Madurez minima orientativa: Pl debe alcanzar TRL 3 para optar a escalado; ICPS deberia
situarse en TRL 6-7 para pilotos clinicos y en TRL 8-9 para despliegue estable.

Esta adaptacidn TRL es operativa para proyectos de IA en salud y sirve para alinear hitos técnicos, éticos
y regulatorios con decisiones de inversion y adopcién. Ademas, los TRL permiten establecer umbrales
de madurez para la financiacidn publica, la evaluacion ética y regulatoria, y la planificacion del
despliegue asistencial. Se recomienda vincular cada TRL con los formularios de evaluacién PI1/ICPS
incluidos en los anexos, de forma que exista coherencia entre la progresion tecnoldgica y los criterios
de valoracion aplicados.

Salida esperada del apartado 5: Nivel TRL declarado y justificado (PI: TRL 1-3; ICPS: TRL 24). Evidencias
minimas por TRL alcanzadas y trazables (para pasar de Pl a ICPS: validacién externa inicial, analisis de
sesgos por subgrupos, DPIA actualizada y evidencias basicas de ciberresiliencia acordes al riesgo). Hoja
de ruta de madurez con hitos TRL, criterios de “cambio significativo” y plan inicial de ciberresiliencia
para la transicion a ICPS. Decisidon de paso documentada (acta del comité/érgano competente) y
referencia a los formularios de evaluacion PI/ICPS anexos.
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6. Requisitos sobre datos de salud y gobernanza

Este apartado establece los criterios verificables que deben cumplirse en relacién con la obtencion,
preparacion, proteccién y uso de datos de salud en proyectos de IA. Su objetivo es garantizar la calidad,
la representatividad, el cumplimiento normativo y la sostenibilidad del dato a lo largo de todo el ciclo
de vida del sistema, desde su concepcion hasta su retirada.

6.1. Calidad, representatividad y mitigacion de sesgos

La calidad de los datos es un requisito esencial para asegurar que los sistemas de IA operen de forma
fiable y segura en el contexto clinico previsto. Es necesario que los datos reflejen adecuadamente la
poblacion diana y el entorno asistencial en el que se evaluard o desplegara el sistema.

e Para ello deben definirse claramente los criterios de inclusion y exclusion, realizar un analisis
de valores ausentes, controlar duplicados, garantizar la coherencia temporal y aplicar una
estandarizacién rigurosa de unidades y codificaciones clinicas. Ademas, se recomienda el uso
de muestreo estratificado que permita representar adecuadamente subgrupos relevantes
como sexo, edad, centro o comorbilidad.

e Laequidad algoritmica debe abordarse mediante la medicidn del rendimiento por subgrupos,
la deteccidn de sesgos de seleccidn e informacion y la aplicacién de estrategias de mitigacion
(reponderacion, recoleccion adicional de datos o redisefio del modelo). Estas estrategias deben
revisarse con profesionales clinicos para garantizar su plausibilidad.

e Antes de avanzar hacia fases reguladas, se exige al menos una validacién externa en un centro
o poblacién distinta, justificando la transferibilidad entre entornos mediante un andlisis
comparativo de condiciones clinicas, demograficas y operativas.

Evidencias esperadas: diccionario de variables con linaje, informe de calidad y representatividad,
anadlisis de sesgos con métricas por subgrupos y documentacion de las decisiones tomadas para su
mitigacion.

6.2. Gestion del ciclo de vida y plan de gestion de datos (DMP)

El plan de gestidon de datos (Data Management Plan, DMP) es el documento que define cémo se
organizaran, protegerdn, versionaran y conservardn los datos utilizados en un proyecto de IA en salud.
Su elaboracién y aplicacion permiten garantizar la trazabilidad del dato desde su captura inicial hasta
su retirada definitiva, asegurando en todo momento la calidad técnica, el cumplimiento normativo y
la sostenibilidad operativa. Cuando procede, este plan debe alinearse con los principios FAIR,
facilitando la reutilizacidon responsable y la interoperabilidad entre sistemas.
Elementos clave del DMP:
¢ Inventarioy procedencia: debe incluir un catdlogo completo de fuentes de datos, identificando
responsables, bases juridicas y finalidades especificas; acreditar el origen legitimo de los datos
(evitando practicas informales como la extraccién directa de hojas Excel de la historia clinica
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sin garantias); y acompaiarse de trazabilidad de todas las transformaciones realizadas
(ETL/ELT) y del versionado de los conjuntos de datos.

e Metadatos y estandarizacion: apoyarse en modelos de informacion clinica reconocidos vy
terminologias normalizadas; registrar diccionarios de variables, reglas de limpieza y mapeos
semanticos que garanticen coherencia e interoperabilidad.

e Retencion y eliminacion: definir politicas de conservacidn alineadas con la finalidad y la
normativa; establecer procedimientos de eliminacién segura y mantener registros que
acrediten la destruccidon de los datos.

e Roles y responsabilidades: formalizar una matriz (p. ej., RACI) que identifique al propietario
del dato, al custodio, al delegado de proteccion de datos, al equipo de seguridad y al de ciencia
de datos.

e Pl vs ICPS: en proyectos Pl se prioriza la reproducibilidad de los resultados y la comparticion
controlada; en proyectos ICPS se exige continuidad asistencial, trazabilidad operativa robusta
y sostenibilidad del dato para su mantenimiento en entornos clinicos reales.

Evidencias esperadas: DMP aprobado y versionado; control de versiones de los datasets; bitacora de
cambios con fecha, responsable, motivo del cambio y versién afectada; acto formal de entrega de los
datos que acredite su origen legitimo; plan de copias de seguridad y recuperacion ante desastres con
objetivos de punto y tiempo de recuperacién (RPO/RTO) definidos

6.3. Seguridad, privacidad y cumplimiento (RGPD/LOPDGDD)

El tratamiento de datos en proyectos de IA en salud debe regirse por principios de seguridad,
privacidad y cumplimiento normativo, garantizando la proteccién de los derechos de los pacientes y
la confianza de los profesionales. Este apartado establece los criterios verificables que deben cumplirse
en relacién con la base juridica adecuada, la minimizacion de datos, la gestion de transferencias y
terceros, y la implementacidon de medidas técnicas y organizativas que aseguren la confidencialidad,
la integridad y la trazabilidad del sistema.

Ademas de RGPD/LOPDGDD, el proyecto debera alinearse con un Sistema de Gestion de Seguridad de
la Informacién (SGSI) conforme a ISO/IEC 27001, apoyado en controles de ISO/IEC 27002, y con
ISO/IEC 27701 para la gestion de la privacidad.

e Base juridica y minimizacién: utilizar una base juridica adecuada y la categoria especial
correspondiente; en el caso de entrenamiento de algoritmos, normalmente no resulta viable
basarse en el consentimiento informado por los tamafios muestrales requeridos. En Espania, la
Disposicion Adicional decimoséptima de la LOPDGDD permite la reutilizacién de datos
seudonimizados con fines de investigacion sin necesidad de consentimiento, siempre que se
cumplan las condiciones establecidas. Ademas, recoger solo los datos necesarios para los
objetivos y mantener la separacidn entre datos de identificacidn y asistenciales.

¢ Seudonimizacién/anonimizacion: Las técnicas de seudonimizacidon y anonimizacién deben
aplicarse conforme al objetivo del tratamiento. La anonimizacion, en particular, debe impedir
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la reidentificacion de forma razonable e irreversible, en linea con lo establecido en el
Considerando 26 del RGPD. Ademds, debe evaluarse el riesgo residual de reidentificacién y
proteger adecuadamente las llaves que permitirian revertir la seudonimizacién, mediante
medidas técnicas y organizativas especificas.

Control de acceso y registro: El acceso a los datos debe estar restringido segun el principio de
minimo privilegio. Esto implica implementar mecanismos de autenticacién robusta, registrar
todas las acciones de acceso y consulta mediante sistemas de logging, y conservar dichos
registros con garantias de integridad. El cifrado debe aplicarse tanto en transito como en
reposo, con una gestién segura de las claves criptograficas y una segmentacion adecuada de
los entornos de ejecucidn para evitar accesos no autorizados.

Cifrado: los datos deben protegerse mediante cifrado robusto tanto en transito como en
reposo, aplicando algoritmos y longitudes de clave alineados con las recomendaciones
internacionales vigentes. La gestion de claves debe realizarse de forma segura, con rotacion
periddica, almacenamiento en mdédulos de seguridad hardware (HSM) cuando sea posible y
control estricto de accesos. Ademas, debe garantizarse la segmentacion de entornos y redes,
evitando la mezcla de datos sensibles con otros sistemas y aplicando técnicas de aislamiento
légico y fisico que refuercen la confidencialidad e integridad de la informacion.

Transferencias y terceros: cuando el tratamiento implique transferencias internacionales o la
participacién de terceros, es obligatorio evaluar a los encargados y corresponsables del
tratamiento, formalizar una regulaciéon contractual adecuada y establecer cldusulas que
garanticen el cumplimiento normativo. Deben aplicarse ademas salvaguardas especificas que
aseguren la proteccién de los datos en todo su ciclo de vida. En el caso de proveedores de
servicios en la nube, la evaluaciéon debe contemplar la ubicacion fisica de los datos, el
cumplimiento del Esquema Nacional de Seguridad (ENS) y de la Directiva NIS2, asi como la
revision detallada de las clausulas contractuales relativas a confidencialidad, disponibilidad y
trazabilidad.

DPIA/EIPD: la evaluacion de impacto en proteccion de datos (DPIA/EIPD) debe realizarse
siempre que el tratamiento pueda implicar un alto riesgo para los derechos y libertades de las
personas. Este andlisis debe identificar riesgos, incluir medidas de mitigacion adecuadas y
actualizarse ante cualquier cambio significativo en el tratamiento, la arquitectura del sistema
o la finalidad prevista. La DPIA debe estar firmada por los responsables correspondientes y
formar parte del expediente técnico del proyecto, quedando sujeta a revisiéon periddica
durante todo el ciclo de vida.

El proyecto debe disponer de un Plan de Respuesta ante Ciberincidentes (PRC) con simulacros
al menos anuales, criterios de activacion, roles RACI (Responsable (quien ejecuta la tarea),
Aprobador (Accountable, quien toma la decision final), Consultado (Consulted, quien debe ser
consultado) e Informado (Informed, quien recibe informacion sobre el progreso)) y contacto
con el CSIRT (Centro de respuesta a incidentes de seguridad) de referencia. Incluir gestion de
legacy (parches, segmentacidn/aislamiento, compensaciones) y registro/notificacion de
incidentes conforme a NIS2/ENS y normativa nacional.
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Evidencias: Las evidencias que deben generarse en este apartado incluyen el registro de
actividades de tratamiento, el informe de evaluacién de impacto en proteccidn de datos, las
politicas de seguridad aplicables, los procedimientos normalizados de operacion (SOP), los
resultados de auditorias o pruebas de penetracidn cuando proceda, y las actas que acrediten la
formacidn y concienciacidn del personal implicado en el tratamiento de los datos. Ademas, ligado
al SGSI, declaraciéon de aplicabilidad (SoA), registro de activos, andlisis y tratamiento de riesgos del
SGSI, controles de acceso por rol, registro/auditoria, cifrado en transito y reposo, gestidn de copias
(RPO/RTO) y pruebas periddicas de restauracion.

6.4. Aprendizaje federado y colaboracion multicéntrica

El aprendizaje federado es una técnica que permite entrenar y validar modelos de IA sin necesidad de
centralizar los datos. A diferencia del enfoque tradicional, en el que los datos se recopilan en un Unico
servidor para su procesamiento, el aprendizaje federado traslada el modelo a cada institucién
participante. En cada nodo, el modelo se entrena localmente con los datos disponibles, y solo se
comparten las actualizaciones del modelo, como los parametros o actualizaciones, con un servidor de
agregacion o con otros nodos, segun la arquitectura definida. Esta estrategia permite preservar la
privacidad, reducir el riesgo de exposicion de datos personales y facilitar la colaboracién entre
entidades que no pueden compartir sus datos por razones legales, éticas o técnicas.

En el ambito sanitario, esta metodologia resulta especialmente (til para trabajar con datos sensibles
como los clinicos, genédmicos o de imagen médica. Ademas, se alinea con los principios de proteccion
de datos, como la minimizacién, la limitacién de la finalidad y la responsabilidad proactiva, al garantizar
que la informacién permanece bajo el control del responsable del tratamiento y no se transfiere fuera
de su entorno. Sin embargo, el aprendizaje federado no equivale a anonimizacion: las actualizaciones
del modelo pueden filtrar informacidn si no se aplican medidas técnicas y organizativas adecuadas. Por
ello, debe disefiarse bajo el principio de privacidad desde el disefio y por defecto, con una evaluacion
de impacto en proteccion de datos que contemple el ciclo completo, la gobernanza interinstitucional y
un modelo de amenazas especifico.

Para que esta técnica sea viable, la arquitectura del sistema federado debe definirse con precision.
Esto implica describir los nodos donde residen los datos y se ejecuta el entrenamiento local, el
agregador que consolida las actualizaciones y el canal de comunicacién seguro y auditado que conecta
a todos los participantes. Es necesario establecer politicas claras sobre la frecuencia y el tamafio de las
actualizaciones, los criterios de participacion y los procedimientos en caso de caida de nodos. Ademas,
cada entorno debe estar aislado y reforzado mediante hardening, que consiste en aplicar medidas de
endurecimiento de la seguridad, como la desactivacidn de servicios innecesarios, el control estricto de
accesos y la configuracién segura de los sistemas. La arquitectura debe garantizar tolerancia a fallos,
reintentos automaticos y un registro completo de eventos con trazabilidad para auditoria.

La proteccién de la privacidad y la robustez del sistema federado exige medidas adicionales. Entre ellas
se incluyen técnicas de agregacidn segura que eviten exponer contribuciones individuales, opciones
de privacidad diferencial (differential privacy) para limitar la reconstruccion a partir de actualizaciones
y defensas frente a ataques de inferencia y envenenamiento, como la verificacion de actualizaciones,
el recorte (clipping) y la agregacion robusta. Estas medidas reducen el riesgo de filtracién de
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informacidn y de manipulacidon del modelo por participantes maliciosos, pero deben equilibrarse con
el impacto en rendimiento y convergencia, documentando las decisiones adoptadas.

La gobernanza del aprendizaje federado debe formalizarse mediante acuerdos claros que definan las
responsabilidades de cada entidad en la determinaciéon de fines y medios del tratamiento, en
coherencia con los articulos 26 y 28 del RGPD. Es imprescindible establecer acuerdos de transferencia
de datos (Data Transfer Agreement, DTA) y acuerdos de nivel de servicio (Service Level Agreement,
SLA) que recojan niveles de seguridad, disponibilidad y trazabilidad. Ademas, debe constituirse un
comité técnico y un comité ético con funciones definidas, incluyendo la validacidn de resultados, las
reglas de actualizacidon del modelo y los criterios de publicaciéon. Cuando el aprendizaje federado
soporte un producto sanitario o software como dispositivo médico, la gobernanza debe alinearse con
los requisitos del MDR/IVDR y del Al Act para sistemas de alto riesgo.

La evaluacion federada debe basarse en métricas armonizadas, con analisis por centro y consolidado,
e incluir la variabilidad entre nodos, la heterogeneidad de datos y la deteccidn de sesgos. Es necesario
justificar el esquema de ponderacidn de contribuciones y monitorizar la calibraciéon y el rendimiento
por subgrupos en cada sitio, en coherencia con los criterios de calidad y equidad. Ademas, se
recomienda realizar pruebas especificas para detectar posibles fugas de informacidon antes de
consolidar versiones del modelo global.

Finalmente, las evidencias que debe aportar el proyecto incluyen un diagrama de la arquitectura, las
politicas de orquestacion (actualizacidn, caida de nodos, seguridad y hardening), las actas del comité
técnico y ético con las decisiones adoptadas y un informe de rendimiento federado por sitio y
consolidado, con andlisis de heterogeneidad y sesgos. Cuando aplique, debe constar el encaje
regulatorio y la integracion de los requisitos del MDR/IVDR y del Al Act en el expediente.

Alcance: habilitar entrenamiento/validacion sin movimiento de datos crudos, preservando privacidad
y garantizando gobernanza interinstitucional.

e Arquitectura y orquestacion: definicidon de nodos, agregador y canal de comunicacién seguro;
establecimiento de politicas de actualizacién y de caida de nodos; aplicacién de medidas de
aislamiento y refuerzo de seguridad del sistema (hardening), incluyendo la desactivacién de
servicios innecesarios, el control de accesos y la aplicacion de configuraciones seguras en cada
nodo.

e Privacidad y robustez: técnicas de agregacidon segura; opciones de privacidad diferencial
(differential privacy) y defensa frente a ataques de inferencia/envenenamiento cuando sea
pertinente.

e Gobernanzay acuerdos: acuerdos de corresponsabilidad/encargo; DTA y SLA; establecimiento

de un comité técnico y un comité ético con funciones definidas, incluyendo la revisién y
validacién de resultados, las reglas de actualizacion del modelo y los criterios de publicacion.

e Evaluacion federada: métricas armonizadas; evaluacién por centro y global; anadlisis de
heterogeneidad y sesgos entre nodos.

Evidencias: diagrama de arquitectura; politicas de orquestacion; actas del comité; informe de
rendimiento federado por sitio y consolidado.
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6.5. Documentacion de datos y modelos (DataSheet y ModelCard)

La documentacion estructurada de los datos y de los modelos es esencial para garantizar la
transparencia, la trazabilidad y el uso responsable de los sistemas de IA en salud. Este proceso permite
comprender el origen, las caracteristicas y las limitaciones tanto de los conjuntos de datos como de los
modelos, facilitando su evaluacién por parte de equipos técnicos, clinicos y reguladores, y asegurando
que las decisiones se basen en informacién verificable.

e DataSheet (dataset): debe describir el conjunto de datos utilizado, incluyendo su origen y
periodo de recogida, los criterios de inclusién y exclusidn aplicados, los procesos de limpieza y
etiquetado, las variables y codificaciones empleadas, asi como la representatividad del dataset
respecto a la poblacidn diana. También debe detallar las limitaciones conocidas y las
condiciones de acceso y uso, de forma que cualquier reutilizacidn se realice bajo un marco
controlado y conforme a la normativa aplicable.

e ModelCard (modelo): debe documentar el modelo entrenado, especificando el objetivo clinico
y la finalidad prevista (intended use), la poblacidn diana, la versién y fecha de liberacién, los
datos y procesos de preprocesamiento utilizados y las métricas de rendimiento (incluyendo
calibracion). Ademas, debe reflejar los resultados por subgrupos relevantes, los riesgos
identificados y las salvaguardas implementadas, asi como los usos permitidos y prohibidos.
Finalmente, debe incluir los requisitos de monitorizacidn y mantenimiento, indicando cémo se
controlara el rendimiento en produccidn y los criterios para su actualizacion.

e Actualizacién y control de cambios: es critico mantener la coherencia entre datos, modelos y
servicios desplegados. Debe garantizarse un versionado sincronizado entre dataset y modelo,
con criterios objetivos para identificar cambios significativos (p. ej., impacto en seguridad,
rendimiento o poblacién diana). Ademas, debe mantenerse un registro de versiones que
documente la correspondencia entre dataset, modelo y servicio desplegado, incluyendo fecha,
responsable, motivo del cambio y huella digital. Asimismo, debe establecerse un plan de
comunicacidn que asegure que usuarios y evaluadores reciban informacién clara y oportuna
sobre cualquier modificacion relevante.

Evidencias esperadas: fichas DataSheet y ModelCard completas, actualizadas, fechadas y firmadas por
los responsables; registro de versiones que documente la correspondencia entre dataset, modelo y
servicio desplegado, incorporando bitacora de cambios y huellas digitales (hashes) que permitan
verificar integridad; repositorio controlado con permisos definidos y trazabilidad de
publicaciones/commits; y un procedimiento normalizado de operacién (SOP) que detalle criterios de
aceptacion, checklist de verificacion previa a la liberacidén, procedimiento de rollback en caso de
incidencias y responsables de cada fase del despliegue.

Salida esperada del apartado 6: checklist de verificacién cumplimentada; plan de gestion de datos
aprobado; informe de calidad y representatividad; evaluacién de impacto en proteccidon de datos
(cuando proceda); artefactos de aprendizaje federado (si aplica); fichas DataSheet y ModelCard
versionadas; registro de versiones sincronizado dataset—-modelo—servicio (con bitacora de cambios y
hashes); enlace a repositorio controlado con trazabilidad de publicaciones; y SOP de liberacion y
despliegue vigente.
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7.Requisitos técnicos del sistema de IA

Definir requisitos verificables para el disefio, la validacidon, la explicabilidad, la monitorizacién y la
operacién segura del sistema de IA en salud, asegurando rendimiento clinicamente relevante,
trazabilidad y mantenimiento controlado.

7.1. Diseio y validacion del modelo

El disefio y la validacion del modelo son etapas criticas para demostrar que un sistema de IA cumple
su finalidad prevista (intended use) y que sus resultados son fiables, seguros y clinicamente relevantes
en el contexto asistencial donde se aplicard. No basta con que el modelo funcione en un entorno de
laboratorio: debe aportar evidencia aplicable a la practica clinica, ser seguro para los pacientes y
mostrar capacidad de generalizacion a diferentes poblaciones y organizaciones sanitarias.

Requisitos minimos:

Especificacion clinica y técnica: definicion precisa del objetivo clinico, la poblacién diana y los
criterios de valoracién (endpoints), junto con los escenarios reales de uso. Deben explicitarse
los supuestos y limitaciones del modelo para clarificar en qué condiciones es fiable y en cuales
no.

Disefno experimental sélido: separacién adecuada de conjuntos de entrenamiento, validacién
y prueba; prevencién de fuga de informacién (data leakage); control del sobreajuste
(overfitting); y uso de protocolos documentados y reproducibles (p. ej., validacion cruzada).

Métricas relevantes: ademas de precision global, deben evaluarse sensibilidad, especificidad,
F1, AUC-ROC, AUPRC, exactitud balanceada y métricas operativas como tiempos de respuesta
o tasa de fallos. Siempre que sea posible, acompanadas de intervalos de confianza.

Calibracion y utilidad clinica: evaluacién de la calibracion global y por subgrupos (Brier score,
ECE, intercepto y pendiente de calibracién, reliability diagrams), con recalibracién cuando
proceda. La utilidad clinica debe demostrarse mediante andlisis de curvas de decisidn (decision-
curve analysis (net benefit)) y, cuando aplique, con otras evidencias como impacto en
decisiones, reduccidn de eventos evitables o andlisis de umbrales y compensaciones (trade-
offs) beneficio/dafio. Umbrales y criterios de aceptacidon deben estar preespecificados.

Validacidon externa y generalizacion: al menos una validacién en centros o poblaciones
distintas antes de cualquier uso asistencial, analizando transferibilidad por subgrupos
relevantes (sexo, edad, comorbilidades, centro).

Gestion de sesgos y equidad: medicion del rendimiento diferencial por subgrupos,
documentacion de posibles sesgos de seleccién o informacion y aplicacién de medidas de
mitigaciéon (reponderacién, obtencidn de nuevos datos, ajustes en el modelo).

Robustez y pruebas de estrés: evaluar y documentar el desempefio con datos faltantes o
inconsistentes, ruido y degradacion de sefial, errores de codificacion/mapeo semantico,
escenarios fuera de distribucién (out-of-distribution, (OOD)) y, cuando el riesgo lo justifique,
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perturbaciones adversarias (adversarial disruptions); establecer umbrales de aceptacion,
tolerancias y medidas de mitigacion/rollback.

¢ Interpretabilidad y explicabilidad: considerar desde el disefio qué grado de explicabilidad se
necesita para cada rol (clinicos, equipos de datos, auditores), evitando trabajos adicionales
posteriores y facilitando la aceptacion clinica.

e Reproducibilidad y trazabilidad: control de versiones de datos, codigo y artefactos (incluyendo
semillas aleatorias, dependencias y contenedores), de modo que cualquier auditoria o
reevaluacién pueda replicar resultados.

e Plan de actualizacién y cambios significativos: definicion de criterios objetivos para identificar
cambios que requieran nueva validacion (p. ej., incorporacién de nuevos datos que alteren la
poblacién diana, modificaciones en la arquitectura del modelo o pérdida relevante de
calibraciéon). Estos cambios deben estar trazados, comunicados a los usuarios vy, si afectan a
seguridad o finalidad prevista, sometidos a revisién ética o regulatoria.

¢ Impacto clinico y eficiencia: vincular la validacidn técnica con resultados clinicos intermedios
o finales, cambios en decisiones, tiempos de proceso y beneficios potenciales en seguridad del
paciente. Cuando corresponda, incluir valoracion de coste-efectividad o impacto
presupuestario.

Evidencias esperadas: protocolo de validacién detallado; informe de rendimiento con intervalos de
confianza; andlisis por subgrupos y calibracién; resultados de pruebas de robustez y estrés; cuaderno
de reproducibilidad; SOP de evaluacién; plan de actualizacidn con criterios de cambio significativo; vy,
cuando aplique, plan para medir impacto clinico y eficiencia en fases posteriores.

7.2. Explicabilidad y trazabilidad

La explicabilidad y la trazabilidad son pilares fundamentales para garantizar que los sistemas de IA en
salud sean comprensibles, auditables y seguros. La explicabilidad permite que los usuarios entiendan
por qué el modelo genera una determinada prediccidn o recomendacidn, mientras que la trazabilidad
asegura que cada decisidon y cada version del sistema puedan reconstruirse en caso de auditoria,
incidente o revision regulatoria. Un sistema que no puede explicar sus decisiones ni demostrar comoy
cuando se modificd no deberia considerarse apto para su uso en entornos asistenciales.

Requisitos minimos:

e Explicabilidad por rol: debe adaptarse al perfil de usuario.

o Los profesionales clinicos necesitan visualizar los factores mas relevantes que han
influido en el resultado de un caso concreto, junto con advertencias sobre limitaciones
y, cuando sea posible, indicadores de confianza.

o Los equipos de ciencia de datos requieren informacidn técnica, como la importancia
relativa de las variables, la estabilidad de las explicaciones y la sensibilidad del modelo
a cambios en los datos.
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o Los evaluadores y auditores necesitan comprender los supuestos, limitaciones y
riesgos del modelo para verificar su adecuacién al contexto clinico y regulatorio.

e Técnicas y salvaguardas: las explicaciones pueden obtenerse mediante modelos
intrinsecamente interpretables o mediante métodos poshoc (p. ej., SHAP, LIME). En ambos
casos es imprescindible validar la estabilidad de las explicaciones y advertir claramente sobre
su ambito de validez, evitando usos fuera de contexto.

e Registro y trazabilidad: cada inferencia debe quedar registrada con un identificador tnico, la
version del modelo y del pipeline, los parametros y umbrales aplicados y la entrada/salida en
formato anonimizado o representada mediante huellas digitales (hashes) que garanticen
integridad sin exponer datos personales. También debe registrarse la decision final y, cuando
proceda, la intervencion humana asociada, en linea con las exigencias de supervision del Al
Act.

e Libro de cambios (changelog): debe mantenerse una documentacion cronoldgica de todas las
modificaciones del modelo, incluyendo impacto esperado y resultados de verificacién antes del
despliegue. Este control de versiones debe vincularse a un repositorio seguro con permisos
definidos y trazabilidad de publicaciones (commits), de manera que pueda saberse en todo
momento qué version estaba activa y bajo qué condiciones.

En conjunto, la explicabilidad y la trazabilidad no son elementos opcionales, sino requisitos esenciales
para la confianza, la seguridad del paciente y el cumplimiento normativo. Un sistema que no puede
explicar sus decisiones ni demostrar como y cudndo se modificé no deberia considerarse apto para su
uso en entornos asistenciales.

Evidencias esperadas: guia de explicabilidad diferenciada por rol; ejemplos documentados de casos
explicados; politica de logging y conservacion de registros; registro de versiones con control de cambios
y trazabilidad en repositorio seguro.

7.3. Monitorizacion, drift y recalibracion

Una vez desplegado en un entorno asistencial, el sistema de IA debe someterse a una supervision
continua. La monitorizacion no es opcional: es la Unica forma de garantizar que el rendimiento y la
seguridad se mantienen en condiciones reales, donde los datos, los procesos y la practica clinica
pueden diferir de los escenarios de validacidn inicial. Sin un seguimiento adecuado, el modelo puede
degradarse con el tiempo, comprometiendo la seguridad del paciente y la fiabilidad de las decisiones.
Requisitos minimos:

e Plan de monitorizacion: debe contemplar métricas clinicas (rendimiento global y por
subgrupos como sexo, edad, comorbilidades, centro) y métricas de servicio (latencia,
disponibilidad, tasa de errores, consumo de recursos). También debe registrarse la tasa de
intervenciones manuales (overrides clinicos), que constituyen sefiales tempranas de falta de
confianza en el sistema. Estos indicadores deben visualizarse en un tablero actualizado en
tiempo real y revisarse periédicamente por un comité responsable.

e Deteccidn de drift: uno de los principales riesgos en la fase operativa.
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o Data drift: cambios en la distribuciéon de las variables de entrada (p. ej., variaciones en
protocolos clinicos o en la codificacidn de datos).

o Concept drift: cambios en la relacidn entre variables y resultados clinicos (p. ej., nuevas
variantes de enfermedad que alteran correlaciones).
Ambos fendmenos pueden degradar el rendimiento sin ser evidentes para los usuarios.
Es necesario implementar mecanismos de deteccidon basados en pruebas estadisticas
y en el seguimiento de indicadores clave, con umbrales de alerta predefinidos y
procedimientos claros de respuesta.

e Recalibracion y mantenimiento: cuando se detecta degradacidn significativa, el sistema debe
contar con procedimientos de recalibracidén estadistica y actualizacidn del modelo. Antes de
liberar cualquier cambio, debe realizarse una evaluacion previa (pre-release) en datos
recientes y, cuando sea posible, en un entorno de shadow mode, donde el modelo actualizado
se ejecuta en paralelo sin afectar a la practica clinica hasta comprobar su fiabilidad.

e Gestion de incidencias: cada evento debe clasificarse por severidad, documentarse y
resolverse conforme a acuerdos de nivel de servicio (SLA) y objetivos de nivel de servicio (SLO).
Debe existir un procedimiento seguro de reversion (rollback) para restaurar la versidén anterior
en caso de fallo, asi como un plan de comunicacién para informar a usuarios y érganos de
supervision.

e Cambios significativos: deben definirse criterios objetivos para identificar modificaciones que
requieren revalidacidn y, en su caso, nueva revisién ética o regulatoria. Ejemplos: cambios en
la poblacidn diana, en la arquitectura del modelo o en la finalidad prevista.

Evidencias esperadas: tablero de monitorizacién en tiempo real; informe periédico de drift y
rendimiento; actas de recalibracidon y actualizaciones; registro de incidencias con clasificacién de
severidad; y procedimiento normalizado de respuesta a incidencias (SOP) que incluya criterios de
rollback y comunicacion.

La monitorizacién continua, la deteccidon temprana del drift y la recalibracién no son tareas puntuales,
sino procesos permanentes que garantizan la seguridad del paciente, la confianza de los profesionales
y el cumplimiento normativo.

7.4. Seguridad del software y ciclo de vida (MLOps)

Garantizar la seguridad del software y un ciclo de vida controlado es clave para que los sistemas de IA
en salud sean fiables, auditables y sostenibles. Este objetivo se alcanza aplicando buenas practicas de
ingenieria, ciberseguridad y cumplimiento normativo en todas las fases (desarrollo, pruebas,
despliegue y operacién), valorando amenazas especificas de |A (ataques adversariales,
envenenamiento de datos, fuga o inferencia) y estableciendo defensas efectivas (deteccidon de
anomalias, validacién de actualizaciones, SBOM, SAST/DAST y respuestas orquestadas desde el SOC).
Para ello, se emplean practicas de MLOps que integran automatizacién, trazabilidad y gobernanza en
la gestién de modelos.
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El ciclo de vida del software cumplird IEC 81001-5-1 y se coordinard con IEC 62304 y ISO 14971
(trazabilidad requisito <> riesgo <= control <> verificacidn). Se exigird SBOM por version (formatos
CycloneDX o SPDX), gestidon de vulnerabilidades (CVE con criterios CVSS), y una politica de parches y
comunicacion de actualizaciones.

Requisitos minimos:

Desarrollo seguro: seguridad desde el disefio; control estricto de versiones; revisidn
sistematica de cédigo; pruebas unitarias e integradas por liberacién; pinning de dependencias;
escaneos automaticos de vulnerabilidades; inventario de componentes (SBOM) actualizado.

Gestion del ciclo de vida de modelos (MLOps): versionado de datos y modelos (dataset y
model registry) con hashes y metadatos; trazabilidad de experimentos; validaciéon antes de
promocion; estrategias de despliegue canary/shadow con rollback automatico; politicas de
actualizacién del modelo con criterios de aceptacion y reversion.

Entornos y despliegue: segregacion de entornos (desarrollo, pruebas, produccién);
contenedores inmutables para reproducibilidad; infraestructura como cddigo; CI/CD con
aprobaciones explicitas, controles automaticos y registro de auditoria de cada cambio.

Secretos y datos: gestidn segura de credenciales y claves; minimo privilegio; cifrado robusto
en transito y en reposo; politicas de copias y pruebas periédicas de restauracién con RPO/RTO
definidos y evidenciados.

Observabilidad: métricas, logs y trazas centralizadas; deteccién de anomalias y alertas
automaticas; monitorizacién continua de rendimiento, calibracién y deriva de datos/modelo
con umbrales y acciones definidas.

Ciberseguridad y robustez: hardening del host y del runtime; desactivacién de servicios
innecesarios; actualizaciones de seguridad; pruebas de penetracion proporcionales al riesgo;
cuando proceda, pruebas de robustez frente a manipulacion de datos o modelos
(adversarial/poisoning).

Gestion y divulgacion de vulnerabilidades: proceso de gestiéon basado en I1SO 30111 y
divulgacion responsable conforme a I1SO 29147; canal publico (VDP); SLA de respuesta
(MTTD/MTTR); criterios de notificacion y comunicaciéon a centros/usuarios; coordinated
vulnerability disclosure y registro de incidencias integrado con el cuadro de mando de
ciberresiliencia.

Documentacion operativa: SOP de despliegue y rollback; plan de continuidad de negocio;
matriz RACI de roles y responsabilidades; programas de formacién para usuarios vy
administradores; model card del sistema con limitaciones y escenarios no recomendados.

Evidencias esperadas

Paquete de despliegue versionado; SBOM vigente; resultados de pruebas unitarias, de integraciény de
seguridad (SAST/DAST); informes de ciberseguridad y pruebas de penetracién; registro de
experimentos y validaciones del modelo; evidencias de canary/shadow y rollback; informe de escaneo
de dependencias; plan y evidencias de hardening; monitorizacién de deriva/calibracién con umbrales;
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acta de revision de cambios conforme a IEC 62304; plan de continuidad; manual de operacion;
evidencias de copias y pruebas de restauracion; registro VDP (casos y tiempos).

En conjunto, la seguridad del software y la gestién del ciclo de vida mediante MLOps no son tareas
aisladas, sino procesos continuos que garantizan la fiabilidad, trazabilidad y resiliencia del sistema en
entornos clinicos reales.

Salida esperada del apartado 7: protocolo de validacidon y su informe, guia de explicabilidad y politica
de logging, plan de monitorizacién con umbrales y procedimientos de recalibracidn, registro de
cambios, SOP de MLOps, SBOM y evidencias de seguridad/ pruebas.

8. Interoperabilidad e integracion en el entorno clinico

Garantizar que el sistema de IA se integra de forma segura, eficiente y mantenible con la HCE, sistemas
de imagen (PACS/RIS), laboratorio, farmacia y otros componentes del entorno asistencial, usando
estdndares abiertos y patrones de integracion robustos.

8.1. Requisitos funcionales de integracion

Para que un sistema de IA aporte valor real en la practica clinica, no basta con que funcione en entornos
aislados: debe integrarse de forma segura, eficiente y mantenible con la historia clinica electrdnica
(HCE) y con el resto de sistemas asistenciales (PACS/RIS para imagen médica, LIS de laboratorio,
farmacia, admisién, etc.). Esta integracidon debe apoyarse en estandares abiertos y patrones robustos
gue garanticen la interoperabilidad, la trazabilidad y la sostenibilidad operativa.

Requisitos minimos:

e Fuentes y consumo de datos: identificacion clara de los sistemas origen (HCE, LIS, RIS/PACS,
farmacia, admisidon) y de las entidades necesarias (episodios, problemas, diagndsticos,
procedimientos, medicacidn, resultados analiticos, informes, imagenes y sefiales fisioldgicas).
Esta definicidn previene dependencias ocultas y asegura un flujo de datos completo y
coherente.

e Publicacién de resultados: las salidas deben generarse en formatos estructurados o
semiestructurados (como JSON) y, cuando sea necesario, acompanfarse de informes legibles
para los profesionales. Deben vincularse al episodio/encuentro clinico correspondiente e
incluir de forma explicita la version del modelo y los umbrales aplicados en la inferencia,
garantizando trazabilidad y seguridad del paciente.

e Patrones de integracion: combinacién de mecanismos sincronos y asincronos.
o Consultas bajo demanda: servicios REST.
o Actualizaciones automaticas: mensajeria/eventos (p. ej., FHIR Subscriptions, colas).

o Soporte a la decisidn clinica: CDS Hooks y SMART on FHIR para lanzar aplicaciones
directamente desde la HCE, manteniendo la experiencia integrada en el flujo
asistencial.
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e Latenciay disponibilidad: definicion de objetivos de nivel de servicio (Service Level Objectives
(SLO)) por flujo (p. €j., inferencia < X s, disponibilidad = Y %). Deben contemplarse modos
degradados que permitan continuar la atencidn clinica en caso de indisponibilidad del sistema,
evitando interrupciones asistenciales.

Evidencias esperadas: diagramas de arquitectura légica y de flujo; catalogo de interfaces, endpoints y
eventos; especificaciones de tiempos objetivo y documentacion técnica de integracién.

8.2. Estandares y modelado semantico

La interoperabilidad técnica y semantica debe garantizar que los datos puedan intercambiarse,
comprenderse y reutilizarse de forma consistente entre centros, proveedores y paises, tanto para el
uso primario asistencial como para el uso secundario en investigacién, analitica avanzada, evaluacion
y espacios de datos federados. Este requisito es esencial en el marco del Espacio Europeo de Datos
Sanitarios (EHDS) y su despliegue nacional, y debe cubrir datos clinicos, imagen, biobancos y gendmica,
junto con mecanismos de catalogacion y gobernanza.
Requisitos minimos:

e Mensajeria clinica y modelos de persistencia:

o HL7 FHIR: intercambio estructurado de recursos como demografia, episodios,
observaciones, procedimientos, medicacién y documentos clinicos; perfiles nacionales
cuando existan.

o DICOM: ingestion y publicacion de imagenes y metadatos, incluyendo reportes
estructurados (DICOM SR); referencia a series y estudios desde la HCE.

o [IHE (XDS, XCA, MHD): integracién de sistemas heterogéneos mediante perfiles
probados de intercambio documental.

o openEHR / ISO 13606: modelos para persistencia clinica estructurada y trazabilidad
semantica, con arquetipos reutilizables y separacion clara entre modelo clinico y
plantillas.

e Terminologias y vocabularios clinicos:
o SNOMED CT para problemas y procedimientos.
o LOINC para observaciones y laboratorio.
o ICD-10-ES para clasificacion administrativa.
o ATC /RxNorm para farmacos, segun el entorno.
o UCUM para unidades de medida.
o Orphanet/ORDO para enfermedades raras, ICF para funcionalidad y discapacidad.

Todas estas terminologias requieren mapeos consistentes, mantenidos y versionados, con
validadores automaticos de conformidad.
e Modelos para uso secundario y federacidn:
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o OMOP Common Data Model (OHDSI): armonizacién analitica en entornos
multicéntricos, con ecosistema de cohorts y herramientas reutilizables; se recomienda
documentar el proceso ETL y los puentes FHIR <> OMOP.

o HealthDCAT-AP: catalogacién y descubrimiento de activos de datos, alineado con
DCAT-AP europeo y principios FAIR.

o MIABIS (BBMRI-ERIC): descripcion homogénea de colecciones, muestras y procesos en
biobancos.

e Gendmicay datos omicos:

o GA4GH frameworks: Phenopackets para fenotipos, htsget/refget para secuenciacion,
Beacon v2 para descubrimiento federado, DUO (Data Use Ontology) para condiciones
de uso.

o HL7 FHIR Genomics: integracion clinica de hallazgos genéticos.
o VCF / HGVS: representacion estandarizada de variantes.

Estas especificaciones permiten interoperabilidad en entornos distribuidos y alinean
gendmica clinica con préctica asistencial.
e Gobernanza de mapeos y versiones: mantener tablas de equivalencia documentadas y
versionadas, con criterios de compatibilidad y trazabilidad; registrar qué versién de
terminologia o perfil estaba en vigor en cada intercambio o analisis.

Evidencias esperadas: guia de perfiles FHIR/DICOM implementados; diccionarios terminolégicos y
mapeos documentados; modelos de datos aplicados (openEHR, OMOP, MIABIS, FHIR Genomics);
validaciones de conformidad; y documentacion de compatibilidad con el Reglamento del EHDS, TEHDAS
y marcos europeos (Beyond 1 Million Genomes, GDI). Todo ello debe estar accesible en un repositorio
controlado, con trazabilidad de versiones y commits.

8.3. Seguridad, identidad y control de acceso

La proteccion de la identidad y la gestidn segura de los accesos son esenciales para garantizar la
confidencialidad, integridad y trazabilidad en el uso de sistemas de IA en salud. Estos mecanismos no
solo previenen accesos no autorizados, sino que también permiten demostrar cumplimiento normativo
y reducir riesgos clinicos y legales.

Requisitos minimos:

e Autenticacion y SSO: integracidn con la infraestructura corporativa de gestion de identidades,
de modo que los usuarios se autentiquen mediante mecanismos robustos alineados con las
politicas del centro. Se recomienda el uso de protocolos estandar como OpenID Connect (OIDC)
y OAuth2, que permiten autenticacién federada y control granular de permisos. Las
credenciales deben gestionarse con tokens de acceso de alcance minimo necesario, sujetos a
politicas de rotacidn y expiracidn controladas.
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e Autorizacion: aplicar principios de segregacién de funciones mediante modelos como Role-
Based Access Control (RBAC) o Attribute-Based Access Control (ABAC), asignando permisos
segun rol (clinico, investigador, técnico) o atributos contextuales. En situaciones excepcionales,
puede habilitarse acceso mediante mecanismos de “break-glass”, siempre con registro y
justificaciéon de la accidn.

e Cifrado: toda la informacién debe protegerse en transito (TLS) y en reposo mediante
algoritmos robustos. La gestion de claves debe realizarse en entornos seguros, con rotacién
periddica y controles estrictos de acceso. La segmentacion de redes y la microsegmentacion
de servicios criticos refuerzan la seguridad, reducen la superficie de ataque y limitan el impacto
de incidentes.

e Trazabilidad y auditoria: cada acceso, consulta o inferencia debe registrarse en un sistema de
logging que recoja quién realizé la accion, cuando, sobre qué paciente o episodio y con qué
versiéon del modelo. Los registros deben conservarse integros y confidenciales, protegidos
frente a manipulacién, y retenidos conforme a la normativa y politicas internas, garantizando
disponibilidad para auditorias, revisiones regulatorias o investigaciones de incidentes.

Segmentacion, identidades y telemetria de seguridad

El despliegue aplicard segmentacion de red por zonas/roles, autenticacion fuerte e identidad
federada cuando proceda, junto con telemetria centralizada (logs, métricas y trazas) y retencion
probatoria. La configuracion y operacion deberan ser coherentes con el SGSI (ISO/IEC 27001) adoptado
en el proyecto, y reportardn periddicamente al cuadro de mando de ciberresiliencia (10.7).
Evidencias esperadas: matriz de permisos por rol; politica de gestién de identidades (incluida MFA
cuando aplique); evidencias de cifrado en transito y en reposo; configuracién de
segmentacion/microsegmentacion; ejemplos de registros de auditoria con versién de modelo y
referencia a paciente/episodio; documentacién de politicas de retencidn y proteccion de logs; vy
trazabilidad de revisiones de accesos y eventos break-glass.

En conjunto, la seguridad, identidad y control de acceso no son solo requisitos técnicos, sino
condiciones indispensables para la confianza, la proteccion de los derechos de los pacientes y la
sostenibilidad de los proyectos de IA en entornos clinicos.

8.4. Flujo clinico, usabilidad y seguridad del paciente

La integracién de un sistema de IA en la practica clinica no debe alterar el flujo asistencial ni aumentar
la carga de trabajo de los profesionales. Por el contrario, debe insertarse de manera natural en los
procesos existentes, aportando valor sin generar riesgos adicionales. El disefio debe garantizar que la
IA se utilice en el momento adecuado del recorrido asistencial, apoyando la toma de decisiones clinicas
sin interrumpir la dindmica del equipo.

Requisitos minimos:

e Analisis de flujo: elaboracién de diagramas BPMN u otras herramientas equivalentes para
identificar puntos de entrada y salida de la IA, responsabilidades de cada actor y tiempos
asociados. Esto permite anticipar cuellos de botella, definir responsabilidades y asegurar que
el sistema se usa en el momento clinico adecuado.
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e Presentacion de resultados: los resultados deben mostrarse de forma clara, comprensible y
contextualizada, incluyendo mensajes con unidades correctas, advertencias sobre limitaciones
e indicadores de incertidumbre cuando proceda. Deben acompafiarse de enlaces a evidencia
cientifica o guias clinicas. El sistema debe permitir override por parte del clinico, con registro
y justificacidn, garantizando la supervision humana efectiva exigida por la normativa.

e Prevencion de fatiga de alertas: priorizacion de notificaciones relevantes y mecanismos
seguros de silenciamiento. Los umbrales de activacion deben ser configurables bajo
gobernanza, evitando tanto la sobrecarga de avisos como la omision de alertas criticas.

e Usabilidad y factores humanos: el disefio debe ser consistente con la HCE, accesible y validado
mediante pruebas con usuarios representativos antes del despliegue. Estas pruebas deben
evaluar comprension, facilidad de uso, impacto en la carga cognitiva y confianza en las
recomendaciones.

e Seguridad del paciente: identificacién de peligros potenciales asociados al uso del sistema y
establecimiento de controles preventivos, como advertencias visibles, doble verificacién en
decisiones criticas y mecanismos de fallback manual en caso de fallo. Debe existir un
procedimiento claro de notificaciéon y gestidon de incidentes para actuar con rapidez ante
eventos adversos.

Evidencias esperadas: prototipos y capturas integradas en HCE, informe de pruebas de usabilidad,
analisis de riesgos y plan de mitigacion documentado, junto con registros de incidentes y acciones
correctivas.

En conjunto, la integracion de la IA en el flujo clinico debe mejorar la calidad asistencial sin
comprometer la seguridad ni la eficiencia. Un sistema que no se adapta al contexto real o que
introduce riesgos adicionales no deberia considerarse apto para su uso en entornos sanitarios.

8.5. Entorno de ejecucidon y despliegue

Definir dénde se ejecuta el sistema y como se mantiene operativo es esencial para garantizar la
seguridad, eficiencia y continuidad del servicio. El entorno de ejecucion debe minimizar riesgos,
optimizar el rendimiento y permitir una gestion controlada de cambios y actualizaciones, asegurando
que el sistema cumple las exigencias clinicas y regulatorias.

Requisitos minimos:

e Topologia: especificar si el sistema se ejecutard en on-premises, en |la nube o en un modelo
hibrido, ya que esta decisiéon condiciona la latencia, la seguridad y la escalabilidad. Las rutas de
datos deben documentarse con diagramas claros, identificando zonas de seguridad (DMZ, VPC,
VPN) que protegen los flujos de informacidn. En el caso de imagenes médicas o sefiales en
tiempo real, la proximidad a PACS y HCE es clave para reducir latencia. Cuando sea necesario,
puede recurrirse a inferencias en el borde (edge computing), ejecutando el modelo cerca del
origen de los datos para evitar transferencias de gran volumen y reducir tiempos de respuesta.

e Contenerizacion y CI/CD: los artefactos deben ser inmutables, firmados digitalmente vy
acompafiados de un SBOM (Software Bill of Materials) actualizado. Los procesos de

86



Grupo de trabgjo 5: Inteligencia Artificial
ff GOBIERNO MINISTERIO . . . . .
DEESPANA DECIENCIAINNOVACION | cticieo Subproyecto 3: Guia de requisitos técnicos y regulatorios para
Y UNIVERSIDADES de Salud .
CarlosIll proyectos con Big Data e IA en salud

integracion y despliegue continuo (CI/CD) deben incluir pruebas automdticas, escaneo de
seguridad, aprobaciones explicitas y despliegues seguros (blue/green o canary releases) que
permitan validar nuevas versiones sin interrumpir el servicio. Debe existir un procedimiento
probado de rollback para restaurar la version anterior en caso de fallo.

e Observabilidad: el sistema debe contar con métricas, logs y trazas centralizadas, con
identificadores de correlacion para seguir cada transaccion. Los paneles de monitorizacién
deben mostrar el estado de colas, tiempos de respuesta y errores, y activar alertas automaticas
vinculadas a los SLO (Service Level Objectives) definidos por flujo.

e Capacidad y rendimiento: anticipar escenarios de alta demanda mediante un
dimensionamiento adecuado de recursos, colas con mecanismos de backpressure,
autoscaling para CPU/GPU y pruebas de carga y resiliencia que incluyan métricas p95/p99,
esenciales en entornos clinicos para garantizar tiempos de respuesta incluso en condiciones
extremas. Asimismo, deben realizarse pruebas de failover para comprobar la continuidad del
servicio en caso de fallo.

Evidencias esperadas: diagrama de despliegue con rutas y zonas de seguridad; pipelines CI/CD
documentados; resultados de pruebas de carga, resiliencia y recuperacion ante fallos; y SOP de
operacion actualizado con procedimientos de despliegue, rollback y continuidad de negocio.

En conjunto, un entorno de ejecucidn bien diseiiado asegura la estabilidad, seguridad y escalabilidad
del sistema, facilita su mantenimiento y refuerza su alineacién con los requisitos regulatorios y de
calidad en salud.

8.6. Pruebas de interoperabilidad y verificacion en entorno clinico

Antes de que un sistema de |A se utilice con pacientes, es imprescindible comprobar que la integracion
funciona exactamente como se ha disefiado. Estas pruebas no son un tramite, sino una garantia de
seguridad vy fiabilidad, y deben repetirse de forma periddica durante la operacién para asegurar que
los cambios o actualizaciones no introducen riesgos.
Requisitos minimos:
e Datos sintéticos y de prueba: uso de conjuntos realistas para pruebas unitarias e integracién.
Cuando se empleen datos reales, deben anonimizarse para proteger la privacidad. Estas
pruebas iniciales permiten detectar errores en la Iégica sin comprometer informacién sensible.

e Pruebas de extremo a extremo: validacidn de escenarios clinicos representativos, que incluyan
tanto casos habituales como situaciones limite y errores deliberados. El objetivo es verificar
que el sistema responde correctamente en todas las condiciones previstas y que los fallos se
gestionan de forma segura, sin interrumpir la atencién asistencial.

e Entorno shadow mode: ejecucion del sistema en paralelo al flujo clinico real, sin impacto en
las decisiones médicas, antes de la activacion. Esto permite evaluar rendimiento y estabilidad
en condiciones reales, detectar posibles problemas y afinar la configuracién sin poner en riesgo
la seguridad del paciente.
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e Homologacién por versiones: cada nueva versién del modelo o servicio debe someterse a un
proceso formal de homologacién, con criterios claros de aceptacion, verificacion de
invariantes funcionales y documentacién de resultados. Este control evita que cambios
menores introduzcan errores clinicamente relevantes.

Evidencias esperadas: plan y resultados de pruebas documentados, checklist de homologacién por
version y actas de decisiones go/no-go que respalden la autorizacién del despliegue.

En conjunto, las pruebas de interoperabilidad y verificacién establecen un marco de confianza para la
evolucion del sistema: cada paso hacia el uso asistencial debe estar respaldado por evidencias
documentadas y revisiones formales, garantizando un despliegue seguro y sostenible en entornos
clinicos.

8.7. Operacion multicéntrica y portabilidad

Para que un sistema de |IA pueda escalar mds alld del centro donde se desarrolld, es necesario garantizar
que su despliegue en otros hospitales sea seguro, eficiente y trazable. La portabilidad no consiste en
copiar un modelo, sino en asegurar que las interfaces, los flujos clinicos y las dependencias técnicas
se adapten a entornos heterogéneos sin comprometer la interoperabilidad ni la seguridad del paciente.
Requisitos minimos:

e Contratos de interoperabilidad: documentos que especifiquen cémo se comunican los
sistemas (interfaces, formatos de datos, estandares y reglas semanticas). Deben ser estables y
versionados, con compatibilidad hacia atrds para evitar que una actualizacion rompa
integraciones en hospitales que adn no han migrado.

e Portabilidad de modelos: empaquetado en formatos estandar (ONNX, contenedores con
servicio de inferencia) que permitan ejecucion en distintos entornos sin modificar el cddigo.
Debe incluirse la documentacién completa de dependencias (librerias, versiones, frameworks)
y un Software Bill of Materials (SBOM) actualizado para auditorias de seguridad, alineado con
normativas como NIS2 y el ENS.

e Configurabilidad local: mecanismos que permitan ajustar pardmetros especificos de cada
centro (terminologias, umbrales clinicos, flujos asistenciales) sin necesidad de reentrenar el
modelo, siempre que sea posible. Esto reduce costes de implantacion y asegura coherencia con
la finalidad prevista.

e Catdlogo de sitios: registro de los despliegues en cada hospital, documentando perfiles
implementados, mapeos terminoldgicos, excepciones aplicadas, trazabilidad de versiones y
resultados de validacidn local. Este catalogo facilita auditorias y reconstruccion del historial de
despliegue.

e Validacion distribuida: en escenarios de aprendizaje federado o validaciones multicéntricas,
se recomienda realizar pruebas especificas por nodo, analizando la heterogeneidad de datos y
el rendimiento por subgrupos, para demostrar que el sistema mantiene seguridad y eficacia en
entornos diversos.
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Evidencias esperadas: paquete portable del modelo, guia de despliegue multicentro, catdlogo de sitios
con registros de validaciéon y diferencias documentadas, SBOM actualizado y actas de homologacion
local.

En conjunto, la operaciéon multicéntrica y la portabilidad no son tareas accesorias, sino condiciones
necesarias para la sostenibilidad y escalabilidad de los sistemas de IA en salud. Un modelo que no
puede trasladarse de forma controlada y segura dificilmente alcanzard impacto real en el Sistema
Nacional de Salud.

8.8. Gobierno de la integracion y acuerdos

La integracion de un sistema de IA en el ecosistema clinico no termina con su despliegue inicial. Para
qgue sea sostenible en el tiempo, es necesario establecer un marco de gobierno que asegure la
continuidad del servicio, la gestion ordenada de cambios y la coordinacion entre todas las partes
implicadas. Sin este marco, cualquier actualizacién técnica, cambio organizativo o incidencia puede
convertirse en un riesgo para la seguridad del paciente y para la interoperabilidad.

Requisitos minimos:

e Comité técnico de integracion: drgano responsable de supervisar la operacién del sistema,
priorizar mejoras y resolver incidencias. Debe incluir perfiles clinicos, técnicos y de seguridad,
reunirse con periodicidad definida y hacer seguimiento de los SLA (Service Level Agreements)
y SLO (Service Level Objectives) relativos a disponibilidad, tiempos de respuesta y calidad del
servicio.

e Contratos y anexos: formalizacién de acuerdos que definan las responsabilidades de cada
parte. Deben incluir DTA (Data Transfer Agreements), contratos de corresponsabilidad o
encargo del tratamiento, y anexos especificos sobre seguridad, disponibilidad y plan de
continuidad. Este marco contractual garantiza cumplimiento normativo, trazabilidad vy
proteccion institucional.

e Gestion de cambios: cada modificacion (técnica, funcional u organizativa) debe planificarse en
ventanas de mantenimiento que minimicen el impacto asistencial. Es necesario comunicar los
cambios a los usuarios, ofrecer formaciéon cuando afecten a la practica y actualizar la
documentacion técnica y clinica.

Evidencias esperadas: actas del comité técnico de integracidn, acuerdos firmados, plan de continuidad
aprobado, registros de cambios comunicados y documentacion actualizada tras cada modificacion.

En conjunto, el gobierno de la integracién no es un trdmite administrativo, sino un mecanismo esencial
para mantener la seguridad, la interoperabilidad y la confianza en el sistema a lo largo de todo su ciclo
de vida. Un proyecto que carece de este marco corre el riesgo de volverse insostenible y de
comprometer su adopcidn.

Salida esperada del apartado 8: catalogo de interfaces y perfiles estandar, mapeos terminoldgicos,
politica de seguridad y auditoria, prototipos integrados en HCE, plan de pruebas y resultados, diagrama
de despliegue y SOP de operacion, asi como acuerdos firmados y un marco de gobierno de la
integracidn activo y trazable.
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9. Evaluacion y madurez: criterios y baremacion

La evaluacion de proyectos de IA en salud debe ser objetiva, verificable y proporcional al nivel de
madurez tecnoldgica. Por ello, esta guia establece criterios diferenciados para dos tipologias:
e Pl (proyectos de investigacion y desarrollo, TRL 1-3).

e ICPS (investigacion clinica con producto sanitario, estudios regulados, TRL 24).

La evaluacién combina cinco dimensiones clave:
1. Calidad cientifico-técnica, que asegura la solidez metodolégica y la relevancia clinica.

2. Cumplimiento ético y regulatorio, imprescindible para la proteccion de derechos y la seguridad
del paciente.

3. Interoperabilidad e integracion, que determina la viabilidad técnica en entornos asistenciales
reales.

4. Operacion segura y ciberresiliencia (ciberseguridad), que incluye monitorizacidn, gestion de
riesgos y trazabilidad, proteccion frente a amenazas, gestion de vulnerabilidades, control de
accesos, hardening y configuracion segura, asi como continuidad de negocio y recuperacién
ante incidentes.

5. Valor clinico y econémico, que orienta la sostenibilidad y la adopcion en el Sistema Nacional
de Salud.

La puntuacion total es de 36 puntos para Pl y 48 puntos para ICPS, con criterios eliminatorios que
impiden la aprobacidon cuando faltan elementos esenciales (p. ej., base juridica conforme al
RGPD/LOPDGDD, mitigacidn de riesgos para la seguridad del paciente o, en ICPS, ausencia de controles
bésicos de ciberseguridad/ciberresiliencia y validacién externa previa al uso asistencial). Solo se
puntdan evidencias documentadas; las afirmaciones sin soporte no son evaluables.
La categoria “Viable y financiable” se reserva a aquellos proyectos que, ademds de alcanzar la mdxima
puntuacion relativa, demuestran un encaje realista con los recursos disponibles. El resto de los
proyectos que superen los umbrales minimos podran ser considerados “Viables”, manteniendo un
valor cientifico y clinico significativo, aunque sin prioridad de financiacion.
Umbrales orientativos:

e Viable: 2 24 puntos en Pl y 2 28 puntos en ICPS.

e Viabley financiable: > 30 puntos en Pl y > 40 puntos en ICPS.

Estos umbrales son orientativos y pueden ajustarse segun la convocatoria y la disponibilidad de
recursos.

9.1. Metodologia de evaluaciéon (comun PI/ICPS)

Escala por item (0-3): O = no evidencia; 1 = insuficiente o especulativo; 2 = adecuado con mejoras
pendientes; 3 = solido y verificable.
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Evidencias exigibles: documentos, protocolos, resultados, tablas y anexos (no se puntuan afirmaciones
sin soporte). Para ciberresiliencia (ciberseguridad), se valoraran, cuando proceda, politicas y controles,
registro y auditoria de eventos, gestion de vulnerabilidades, pruebas de resistencia, y plan de respuesta
y recuperacion ante incidentes.
Calculo por bloques: media de items del bloque x peso del bloque (puntos).
Criterios eliminatorios (knock-out):

e Ausencia de base juridica y medidas de RGPD/LOPDGDD cuando proceda.

e Riesgos no mitigados para seguridad del paciente.

e En ICPS: falta de validacion externa previa al uso asistencial o inexistencia de plan de

monitorizacion.

e En proyectos que califican como PS: ausencia de gestion de riesgos y documentacién

regulatoria minima.

e Ciberresiliencia insuficiente en relacién con el riesgo/TRL (p. ej., ausencia de controles
basicos, falta de registro y auditoria, inexistencia de plan de respuesta a incidentes o de gestién
de vulnerabilidades).

9.2. Baremacion para PI (TRL 1-3) — 36 puntos

Bloque

1. Disefio cientifico
y relevancia clinica
2. Datos: calidad y
representatividad

3. Metodologia y
rendimiento

4. Etica y
proteccion de datos

5. Plan de madurez
y transferencia

Puntos
8

10

Contenido evaluable (ejemplos)

Problema y endpoints clinicos; poblacién diana; justificacion
y estado del arte; hipdtesis y beneficios esperados.
Procedencia y linaje; diccionario y metadatos; limpieza;
missingness; representatividad; plan de sesgos y subgrupos;
controles de acceso a datasets y segregacion de entornos
(desarrollo/prueba) proporcionales al riesgo.

Particiones y control de fuga; métricas (incl. calibracion);
validacién interna; reproducibilidad (versionado/semillas);
robustez y pruebas de estrés (datos faltantes, OOD,

degradacion de sefial y, si procede, perturbaciones
adversarias).
Base juridica; DPIA/EIPD (si aplica); minimizacion;

ciberresiliencia proporcional al riesgo/TRL: control de accesos
y privilegios minimos, registro y auditoria, gestidon basica de
vulnerabilidades, cifrado en transito/en reposo cuando
proceda.

Hoja de ruta a TRL 4-6; validacién externa planificada;
significativo”; plan inicial de
ciberresiliencia para la transicién a ICPS (hardening, pruebas
programadas y

criterios de “cambio

de resistencia/penetracion
continuidad/recuperacidn)
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6. Innovacion vy
alineacion
estratégica

Novedad, transferencia potencial, encaje con estrategias del
SNS/ISCIII.

Umbrales orientativos (Pl, 36 pts):

e No viable: < 24 puntos.

e Viable: 24-29 puntos.

¢ Viabley financiable: > 30 puntos.

Observaciones Pl: para pasar a ICPS se espera al menos validacion externa inicial, andlisis de sesgos
por subgrupos y DPIA actualizada. Ademas, evidencias de ciberresiliencia basicas (politicas y controles,
logging/auditoria y plan de respuesta a incidentes) acordes al riesgo.

9.3. Baremacion para ICPS (TRL 24) — 48 puntos

Bloque Puntos Contenido evaluable (ejemplos)

1. Valor clinico y 10 Relevancia clinica y endpoints del estudio; salvaguardas del

seguridad del protocolo; procedimientos de override; gestidn de incidentes y

paciente en reporte; medidas de ciberresiliencia orientadas a seguridad del

investigacion paciente (deteccién, contencidn y recuperacion ante incidentes;
registro y auditoria)

2. Regulaciéon vy 10 Cualificacidn y clase (si PS); GSPR y gestidon de riesgos; plan de

conformidad evaluacién clinica/desempefio; autorizaciones CEIm y, cuando

(MDR/IVDR + Al proceda, AEMPS; encaje Al Act (alto riesgo); controles de

Act + ciberseguridad conforme a MDR Anexo I

CEIm/AEMPS) (seguridad/performancia), gestién de vulnerabilidades vy
referencias aplicables (p. ej., IEC 62304/81001-5-1, ISO/IEC
27001) cuando proceda

3. 8 Integracion con HCE/FHIR/DICOM necesaria para el protocolo;

Interoperabilidad e trazabilidad por sujeto/episodio; pruebas end-to-end en entorno

integracion para el de investigacidn; usabilidad para investigadores/clinicians;

estudio seguridad en la integracion (autenticacidn/autorizacion, cifrado
en transito, segregacion de entornos y hardening), con pruebas
end-to-end que incluyan casos de seguridad.

4. Monitorizacidn, 8 Métricas del estudio y del servicio; drift y recalibracion (si aplica

MLOps y control de durante el estudio); changelog y bloqueo de versiones para

cambios protocolo; CI/CD controlado; observabilidad y telemetria de
seguridad  (logging/auditoria  centralizada), gestion de
vulnerabilidades y dependencias (incl. SBOM), y checks de
seguridad en el pipeline CI/CD.

5. Datos y equidad 6 Calidad/representatividad del dataset del estudio; andlisis por

subgrupos; mitigacién de sesgos; DataSheet/ModelCard;
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controles de acceso vy privilegios minimos, cifrado en
reposo/cuando proceda y segregacion de datos sensibles.

6. Sostenibilidad y 6 Recursos del estudio (soporte, seguridad, formacion); plan de
escalabilidad transicion a posestudio (PMS/PMCF o despliegue asistencial);

gobernanza multicéntrica si procede; plan de ciberresiliencia y
continuidad (backup/restore, ejercicio de respuesta a incidentes,
responsabilidades y escalado)

Umbrales orientativos (ICPS, 48 pts):

No viable: < 28 puntos.

Viable: 28-39 puntos.

Viable y financiable: > 40 puntos.

Los umbrales pueden ajustarse por convocatoria y disponibilidad de recursos.

9.4. Procedimiento de evaluacidn y actas

La evaluacion de proyectos debe realizarse con criterios homogéneos, trazabilidad completa y
participacion multidisciplinar, garantizando que las decisiones sean objetivas, reproducibles y
transparentes.

Requisitos minimos:

Panel y roles: el comité de evaluacion debe incluir, como minimo, un clinico del area, un
especialista en datos/IA, un perfil experto en interoperabilidad y un perfil regulatorio o de
ética. Se recomienda afiadir un perfil de ciberseguridad/ciberresiliencia. Todos los miembros
deben firmar una declaracién de conflictos de interés para asegurar la imparcialidad.

Ejecucidn: el proceso se basa en la revision documental y, cuando proceda, en una defensa
breve del equipo solicitante. Cada evaluador puntia de forma independiente utilizando la
escala definida en la guia; posteriormente, los resultados se discuten en sesién conjunta para
alcanzar consenso. La revision deberd cubrir explicitamente aspectos de ciberresiliencia
(controles y politicas, gestion de vulnerabilidades, logging/auditoria y plan de
respuesta/recuperacion ante incidentes), con hallazgos y riesgos clasificados por criticidad.

Checklists y trazabilidad: se emplean listas de verificacion (anexos) y se registra la evidencia
que respalda cada puntuacion. Las actas deben conservar las versiones revisadas y la hoja de
calculo con el detalle de puntuaciones, asegurando que cualquier auditoria pueda reconstruir
el proceso. Se mantendra un registro de hallazgos de ciberseguridad y su trazabilidad (riesgo,
responsable, fecha objetivo y estado), asi como de pruebas de resistencia cuando proceda.

Condicionalidades: el panel puede proponer condiciones de financiacién vinculadas a plazos
y responsables, como completar una validacidon externa, cerrar hallazgos de seguridad o
aportar un acuerdo multicéntrico. En materia de ciberresiliencia, podran exigirse acciones
como hardening, correccion de vulnerabilidades criticas, ejercicio de respuesta a incidentes o
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evidencia de pruebas de penetracidén/estrés proporcionales al riesgo. Estas condiciones deben
documentarse en el acta.

e Desempate: en caso de empate, se priorizan proyectos con mayor TRL, mejor impacto clinico
documentado, mejor relacion coste-impacto y menor riesgo regulatorio, maximizando asi el
valor y la viabilidad de la inversion publica. A igualdad del resto, se priorizard menor riesgo
operativo/ciberseguridad y mayor madurez de controles

Evidencias esperadas: actas firmadas del comité de evaluacidn, listas de verificacion cumplimentadas,
hoja de puntuacién final desglosada por bloques y registro de condiciones de financiacion (cuando
existan), informe de revisidn de ciberresiliencia con hallazgos y plan de remediacidn, y registro de
auditoria/logs de evaluacion.

En conjunto, este procedimiento no solo define cdmo puntuar, sino que establece un marco de
gobernanza que refuerza la transparencia, la rendicion de cuentas y la confianza en las decisiones de
evaluacidn y financiacién, incluida la ciberresiliencia.

9.5. Resultados y documentacion de la evaluacion

Al finalizar el proceso de evaluacidn, es fundamental generar una documentacidn clara, completa y
trazable que refleje las decisiones adoptadas, las condiciones establecidas y los elementos necesarios
para el seguimiento. Esta documentacién no solo sirve como registro interno, sino que también aporta
transparencia y auditabilidad en revisiones posteriores.
Requisitos minimos:
¢ Informe resumido: debe incluir la puntuacion obtenida por bloques, el umbral alcanzado (no
viable / viable / viable y financiable) y un andlisis de las principales fortalezas y debilidades del
proyecto. Incluird de forma explicita el estado de ciberresiliencia (controles aplicados,
hallazgos y riesgos abiertos) cuando proceda.

e Plan de acciones: cuando el proyecto se sitie en el umbral de viabilidad o presente aspectos
criticos, debe elaborarse un plan que defina hitos concretos, responsables asignados y plazos
definidos para elevar la madurez del proyecto y facilitar su avance hacia fases posteriores. En
materia de ciberresiliencia, el plan recogera remediaciones priorizadas (p. ej., hardening,
gestion de vulnerabilidades, logging/auditoria, pruebas de resistencia/recuperacién) con
fechas objetivo y criterios de aceptacion.

e Registro de seguimiento: debe mantenerse un registro actualizado para reevaluaciones
periddicas, que permita comprobar el cierre de acciones pendientes y evaluar el impacto de
cambios significativos. El registro debera trazar también las acciones de ciberresiliencia y su
estado (abierta/en curso/cerrada), conservando evidencia de verificacién. Este registro
garantiza que las condiciones impuestas se cumplen antes de autorizar nuevas fases o
financiacion definitiva.

Evidencias esperadas: informe de evaluacidn firmado, plan de acciones (cuando proceda), registro
actualizado de seguimiento y reevaluacién, anexo de ciberresiliencia con hallazgos, plan de
remediacidn y evidencias de cierre cuando aplique.
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En conjunto, estos resultados y documentos son esenciales para demostrar la trazabilidad, equidad y
transparencia en la toma de decisiones, reforzando la confianza en el proceso de evaluacién y en la
priorizacion de recursos publicos, incluida la ciberresiliencia

Salida esperada del apartado 9: Acta firmada del comité de evaluacion con decisién y observaciones
(Pl o ICPS). Hoja de puntuacién por bloques (Pl: 36; ICPS: 48) con criterios eliminatorios aplicados y
justificacion de las puntuaciones. Condiciones de financiacidn y/o requisitos de subsanacion previos al
avance (plazos, responsables y evidencias requeridas). Registro de seguimiento: plan de acciones, hitos
y trazabilidad, con referencia a los formularios de evaluacién PI/ICPS y a las evidencias anexas.

10. Implementacion practica y gestion del cambio

Asegurar una implantacién ordenada, segura y medible del sistema de IA en el entorno asistencial,
minimizando riesgos clinicos y organizativos y maximizando la adopcidn efectiva.

10.1. Gobernanzay liderazgo del cambio

La implantacién de un sistema de IA en el entorno asistencial no puede abordarse como un simple
despliegue técnico. Requiere una estructura clara de gobernanza que defina quién toma las decisiones,
como se gestionan los riesgos y qué mecanismos aseguran la coordinacidn entre los distintos actores.
Sin este marco, la implantacién puede generar incertidumbre, resistencias y riesgos para la seguridad
del paciente.

Requisitos minimos:

e Patrocinio y roles: contar con un patrocinio clinico y directivo que respalde el proyecto y lo
alinee con los objetivos estratégicos del centro. Deben designarse roles clave: un product
owner como responsable funcional, un responsable de seguridad del paciente, el Delegado de
Proteccion de Datos (DPD), referentes de Tl e interoperabilidad, y perfiles de calidad y
regulacion. Esta estructura asegura decisiones equilibradas entre criterios clinicos, técnicos y
normativos.

e Comité de implantacion: drgano de supervision que revisa hitos, riesgos y dependencias, y
adopta decisiones criticas de avance o retroceso (go/no-go). Debe reunirse con periodicidad
definida y mantener actas documentadas de acuerdos y acciones.

e Matriz RACI: formalizacidon de responsabilidades para cada tarea, especificando quién es
responsable (Responsible), quién aprueba (Accountable), quién debe ser consultado
(Consulted) y quién informado (Informed). Esta herramienta es esencial para dareas criticas
como formacién, pruebas, soporte, comunicaciéon y monitorizacion.

e Definir escalado de incidentes: CSIRT autondémico (si existe) - INCIBE-CERT (privado/sanitario
no-AGE) o CCN-CERT (sector publico/AGE) - punto de contacto Unico nacional - ENISA/Red
CSIRTs y Reserva UE cuando proceda.

Seguridad y enlace corporativo:
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El proyecto designard un responsable de seguridad del proyecto con autoridad operativa y enlace
funcional con el director de Seguridad de la Informacidn (Chief Information Security Officer (CISO)),
corporativo. Sus funciones incluyen: asegurar el cumplimiento de politicas y marcos aplicables,
coordinar evaluaciones de riesgo y planes de tratamiento, validar controles técnicos/organizativos
antes de cada hito, supervisar la gestién de incidentes y el reporte a los CSIRT de referencia cuando
proceda, y mantener el RACI de seguridad actualizado (propietarios, responsables, consultados e
informados). se documentara la cadena de escalado y la sustitucion en caso de ausencia.

Evidencias esperadas: actas del comité de implantacidn, matriz RACI actualizada, registro de riesgos
con responsables asignados y un plan de comunicacién que detalle cdmo se informara a los distintos
grupos implicados.

En conjunto, la gobernanza y el liderazgo del cambio no son accesorios, sino factores determinantes
para una implantacidn segura, ordenada y aceptada por los profesionales. Un proyecto sin estructura
clara corre el riesgo de fracasar, incluso si la tecnologia es sélida.

10.2. Analisis de preparacion e impacto organizativo

Antes de implantar un sistema de IA en un entorno asistencial, es imprescindible comprender cémo
afectara a los procesos, las cargas de trabajo y los roles profesionales. Este analisis permite anticipar
riesgos, planificar medidas de mitigacidn y asegurar que la tecnologia se integra de forma ordenada,
eficiente y segura.
Requisitos minimos:
e Mapeo de procesos (BPMN): elaboracion de diagramas que identifiquen los puntos de entrada
y salida de la IA, los traspasos de responsabilidad (hand-offs) y los tiempos asociados a cada
tarea. Esto permite detectar cuellos de botella y redisefiar flujos para mantener la continuidad
asistencial.

e Carga asistencial y tiempos: estimacidn de las variaciones en la duracidn de tareas derivadas
del uso del sistema. Un modelo que aumente los tiempos sin aportar valor afadido puede
generar rechazo; por ello, deben definirse estrategias que preserven la eficiencia.

e Impacto en roles y resistencias: analisis de como la introduccién de la IA afecta a las
responsabilidades de cada perfil profesional. Es fundamental identificar adoptadores clave,
detectar barreras culturales u organizativas y disefar medidas de acompafamiento
(formacion, sensibilizacién, participacion en la toma de decisiones) que favorezcan la
aceptacion.

e Politicas clinicas: definicion de reglas claras sobre responsabilidades, override con
justificacion y procedimientos para la documentacién de decisiones en la HCE. Estas politicas
son necesarias para garantizar supervision humana efectiva y cumplir con los requisitos
normativos de trazabilidad.

Evidencias esperadas: diagrama actualizado de procesos asistenciales, informe de impacto en tiempos
y cargas de trabajo, y plan de mitigacion que incluya medidas organizativas, formativas y de
comunicacion para facilitar la adopcidn segura del sistema.
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En conjunto, el andlisis de preparacién e impacto organizativo constituye una herramienta clave para
minimizar resistencias, asegurar la eficiencia y reforzar la confianza de los profesionales en la
implantaciéon de sistemas de IA en salud.

10.3. Formaciodn, acreditacion y soporte a usuarios

La implantacién de un sistema de IA en el entorno asistencial solo sera efectiva si los profesionales

comprenden su funcionamiento, sus limitaciones y las salvaguardas que lo acompafian. La formacion

no es un complemento, sino un requisito esencial para garantizar la seguridad del paciente y la

confianza en la herramienta.

Requisitos minimos:

e Plan por perfiles: se establece formacidn obligatoria, acreditable y periddica en

ciberseguridad para todo el personal clinico-técnico del proyecto, con registro de completado.
El plan incluird, como minimo: higiene digital, gestién segura de credenciales,
phishing/deepfakes y su verificaciéon, proteccién de datos en entornos asistenciales e
investigacion, gestion y comunicacion de incidentes (incluidos simulacros), y buenas practicas
en IA/MLOPS (SBOM, control de versiones, manejo de datos y modelos). se impartiran sesiones
de reciclaje anuales y formacion ad-hoc tras cambios relevantes o incidentes, con evaluacién
final y trazabilidad de resultados.

e Modalidades: combinacion de talleres practicos, simulaciones con casos reales, ayudas en
contexto y manuales rapidos que sirvan como referencia. Este enfoque mixto facilita tanto la
curva de aprendizaje inicial como la consulta durante la practica asistencial.

e Acreditacion y refresco: registro formal de la superacidon de la formacién, con sesiones de
reciclaje periédicas para mantener competencias actualizadas, especialmente cuando se
produzcan cambios en el sistema.

e Soporte: establecimiento de un canal operativo para incidencias y dudas, con tiempos de
respuesta definidos, complementado por un catdlogo de FAQs que resuelva consultas
frecuentes y reduzca la incertidumbre en el uso clinico.

Evidencias esperadas: plan de formacién aprobado, materiales utilizados, registros de asistencia,
resultados de evaluaciones, acreditaciones individuales y documentacion del canal de soporte activo.

En conjunto, la formacidn, acreditacidn y soporte a usuarios son piezas criticas para garantizar una
adopcidn segura, eficaz y sostenible de los sistemas de IA en salud.

10.4. Pilotos y despliegue por fases

Antes de extender un sistema de IA a todo un entorno asistencial, es fundamental reducir riesgos
mediante una validacién incremental. Los pilotos permiten comprobar el comportamiento del sistema
en condiciones reales, identificar problemas tempranos y ajustar procesos antes de un despliegue
completo.

Requisitos minimos:
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e Seleccion de unidad piloto: eleccidn basada en criterios objetivos como la relevancia del caso
de uso, el volumen de actividad, el compromiso del equipo clinico y la capacidad para
garantizar la trazabilidad de datos y resultados. Una unidad bien elegida facilita la obtencién
de evidencias sdlidas y la deteccidn temprana de barreras.

e Shadow mode (TRL 6): ejecucion inicial en paralelo al flujo clinico, sin influir en decisiones
médicas. Esta modalidad permite evaluar métricas de rendimiento, seguridad y usabilidad sin
comprometer la atencién al paciente, validando la integracién técnica y la experiencia de
usuario.

e Criterios de avance: definicion de umbrales minimos de rendimiento, seguridad y aceptacién
profesional. El avance a fases posteriores debe documentarse mediante un acta formal de
decisién go/no-go, asegurando trazabilidad y transparencia.

e Escalado controlado: despliegue progresivo por servicio, turno o centro, acompafiado de
retroalimentacidn estructurada y de un plan de mitigacién que resuelva incidencias antes de
continuar con la expansién.

Evidencias esperadas: protocolo de piloto aprobado, informe de resultados, acta de decisidon de avance
y plan de escalado con cronograma, responsables y criterios de éxito.

En conjunto, los pilotos y el despliegue por fases constituyen un mecanismo clave para garantizar una
implantacion segura, eficiente y aceptada por los profesionales antes del escalado completo del
sistema de IA en salud.

10.5. Gestidon de cambios técnicos y versiones

Una vez que el sistema de IA estd en operacion, es inevitable que se produzcan cambios:

actualizaciones del modelo, ajustes de umbrales, mejoras funcionales o correcciones de errores. Sin

embargo, cualquier modificacion no controlada puede introducir riesgos para la seguridad del

paciente, la interoperabilidad o la trazabilidad. Por ello, la gestion de cambios debe ser un proceso

estructurado, documentado y auditable.

Requisitos minimos:

e Versionado visible en la HCE: cada inferencia debe registrar de forma explicita la version del

modelo y los umbrales aplicados, garantizando trazabilidad para auditorias, revisiones
regulatorias y analisis de incidentes.

e Cambio significativo: definir criterios objetivos que determinen qué modificaciones requieren
revalidacion (p. ej., incorporacién de nuevos datos, alteracion de pardmetros criticos, cambios
de arquitectura del modelo). En estos casos, debe aplicarse un proceso formal de revalidacion
previo al despliegue, dentro de una ventana de mantenimiento planificada.

e Rollback seguro: contar con un procedimiento probado de reversion, que permita restaurar
la versidn anterior de forma rapida y controlada si la actualizacién genera fallos o resultados
inesperados. Este rollback debe ir acompafado de comunicacidn a los usuarios y registro de la
incidencia.
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e Sandbox y homologacion: todas las actualizaciones deben probarse previamente en un
entorno de sandbox/homologacion, con una checklist de aceptacién que verifique
funcionalidad, seguridad y compatibilidad con flujos clinicos. Solo tras superar estas pruebas
se autoriza el despliegue en produccion.

Evidencias esperadas: registro de cambios (changelog) que documente cada modificacion; informes
de verificacidn por versién; y registros completos de despliegue y rollback.

En conjunto, la gestion estructurada de cambios técnicos y versiones asegura que la evolucion del
sistema se realice de forma segura, transparente y conforme a la normativa, preservando la confianza
de profesionales y pacientes.

10.6. Seguridad del paciente y ética en operacion

La implantacion de un sistema de |IA en entornos asistenciales debe regirse por un principio

fundamental: prevenir dailos y garantizar un uso responsable. La tecnologia no sustituye la

responsabilidad clinica, sino que la complementa. Por ello, es necesario establecer controles que

aseguren la seguridad del paciente y el respeto a los principios éticos.

Requisitos minimos:

¢ Analisis de peligros y controles: identificacion de riesgos potenciales y definicién de medidas

preventivas, incluyendo advertencias claras sobre limitaciones, definicion de limites de uso y
mecanismos de doble verificacidn en decisiones criticas.

e Gestion de incidentes: establecimiento de un procedimiento para clasificar eventos por
severidad, investigar su causa raiz, implementar acciones correctivas y comunicar los
incidentes a los érganos competentes y, cuando proceda, a los usuarios afectados, siguiendo
la normativa aplicable.

e Supervision humana efectiva: el sistema debe permitir que el profesional pueda realizar un
override de cualquier recomendacién, con trazabilidad y justificacion documentada. Este
control asegura que la decisidn final siempre recae en el equipo clinico.

e Transparencia: los profesionales deben recibir informacién clara sobre el funcionamiento,
limitaciones y criterios del sistema. Cuando proceda, también debe informarse al paciente
sobre el uso de IA en su atencidn, en linea con los principios de autonomia y consentimiento
informado.

Evidencias esperadas: plan de seguridad aprobado; registro actualizado de incidentes con analisis y
resolucidn; y auditorias periddicas que verifiquen la aplicacién de controles y la efectividad de las
medidas correctivas.

En conjunto, la seguridad del paciente y la ética en operacién constituyen la base de confianza
necesaria para la adopcidn sostenible de sistemas de IA en salud.
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10.7. Indicadores, resultados y cuadro de mando

La implantacién de un sistema de IA no termina con su despliegue. Para garantizar su valor, seguridad
y sostenibilidad, es necesario medir de forma continua su adopcidn, su rendimiento clinico y su
impacto organizativo. Este seguimiento permite identificar desviaciones, corregir problemas y
demostrar el retorno de la inversién.
Requisitos minimos:
e Adopcion y uso: medir cobertura del sistema, frecuencia de utilizacién, tasa y motivos de
override, asi como la satisfaccidn de los usuarios. Estos indicadores reflejan la aceptacion del
sistema y su integracién en la practica clinica.

e Calidad y rendimiento clinico: monitorizar métricas operativas y clinicas, incluida la calibracién
del modelo, con andlisis desagregado por subgrupos. Esto permite asegurar que el sistema
mantiene su fiabilidad en distintos contextos.

e Equidad: evaluar diferencias de rendimiento y uso entre sexo, edad, centro, comorbilidad u
otros subgrupos relevantes. Detectar y corregir desigualdades es esencial para cumplir con
principios éticos y regulatorios.

e Eficiencia: medir tiempos de proceso, trabajos adicionales evitados y mejoras en
productividad, datos clave para justificar la inversidn y planificar la escalabilidad.

Evidencias esperadas: cuadro de mando actualizado con indicadores clave; informes periddicos (p. €j.,
mensuales); y un plan de acciones derivado de las métricas, que permita corregir desviaciones y
mejorar el desempefio del sistema.

En conjunto, el uso de indicadores y cuadros de mando refuerza la transparencia, la mejora continua
y la confianza en los sistemas de IA en salud, asegurando que aportan un valor tangible y equitativo al
sistema asistencial.

10.7.1. Cuadro de mando de Ciberresiliencia

El proyecto medird y hara seguimiento, como minimo, de los siguientes indicadores: MTTD (tiempo
medio de deteccion), MTTR (tiempo medio de recuperacion), RTO/RPO efectivos, % de restauraciones
exitosas, n.2 de simulacros/afio, n.2 de incidentes notificados y % de endpoints legacy segmentados.
Definiciones operativas:

e MTTD: Tiempo medio desde la ocurrencia del incidente hasta su deteccién (fuente: SOC/SIEM).

e MTTR: Tiempo medio desde la deteccidn hasta la completa recuperacién del servicio (fuente:
gestor de incidentes/OTRS/Jira).

e RTO/RPO: Objetivo de tiempo de recuperacion y de punto de recuperacién realmente
alcanzados en pruebas y en incidentes (fuente: runbooks y registros de recuperacion).

¢ % de restauraciones exitosas: Restauraciones verificadas/total de restauraciones ensayadas
en el periodo.

¢ N.2 de simulacros/afio: Ejercicios documentados de respuesta ante ciberincidentes.
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¢ N.2deincidentes notificados: Incidentes reportados al CSIRT/autoridad competente conforme
a procedimiento.

e % de endpoints legacy segmentados: Endpoints sin soporte o con soporte limitado situados en
segmentos/zonas aisladas sobre el total de endpoints legacy.

Gobernanza del KPI:
e Periodicidad: Al menos mensual (trimestral para la revisién ejecutiva).

e Fuentes de datos: SOC/SIEM, gestor de incidencias, plataforma de copias, CMDB/inventario.
e Responsable del dato: Responsable de seguridad del proyecto (enlace con CISO).

e Umbral y tendencia: Definir objetivo, umbrales de alerta y acciones de mejora cuando se
superen.

Con este marco de indicadores y gobernanza, el proyecto asegura evidencia objetiva, trazabilidad y
capacidad de reaccién para sostener el valor clinico, la seguridad y la mejora continua del sistema de
IA a lo largo de todo su ciclo de vida.

10.8. Sostenibilidad operativa y continuidad

Un sistema de IA no debe considerarse implantado con éxito hasta que se garantice su operacion
estable y segura a lo largo del tiempo. La sostenibilidad implica disponer de recursos, procesos y
herramientas que aseguren la continuidad del servicio incluso ante incidencias, cambios tecnolégicos
o caidas de proveedores.

Requisitos minimos:

e Soporte y mantenimiento: definicion de acuerdos de nivel de servicio (SLA) y objetivos de
nivel de servicio (SLO), asi como mecanismos de guardia y escalado para resolver incidencias
criticas en plazos predefinidos. Estos acuerdos son esenciales para mantener la confianza de
los usuarios y la seguridad del paciente.

e Continuidad de negocio: implementacién de copias de seguridad periddicas, definiciéon de
objetivos de punto de recuperacion (RPO) y tiempo de recuperacién (RTO), y realizacién de
pruebas regulares de restauracion. Debe existir un plan especifico para escenarios de caida
de proveedores, que contemple alternativas técnicas y procedimientos de contingencia.

e MLOps y monitorizacién: integracién de pipelines de CI/CD, sistemas de observabilidad
(métricas, logs, trazas) y alarmas automaticas que permitan detectar anomalias de forma
temprana y asegurar la resiliencia operativa.

e Gestion del conocimiento: mantenimiento de un repositorio actualizado que incluya
procedimientos normalizados (SOP), manuales operativos y un registro de lecciones
aprendidas, accesible para todos los roles implicados en la operacidn y mantenimiento del
sistema.

Evidencias esperadas: plan de continuidad aprobado, resultados de pruebas de recuperacién, bitacora
operativa con registro de incidencias y acciones correctivas, y repositorio actualizado con
documentacién técnica y procedimental.
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En conjunto, la sostenibilidad operativa y la continuidad son condiciones indispensables para asegurar
que los sistemas de IA en salud mantienen su valor clinico, seguridad y fiabilidad a lo largo del tiempo.

10.9. Participacion de pacientes y comunicacion

La participacion del paciente no debe limitarse a recibir informacién, sino que debe convertirse en un
elemento activo del ciclo de vida del sistema de IA. Involucrar a los pacientes desde fases tempranas
mejora la usabilidad, refuerza la confianza y otorga legitimidad ética al proyecto.
La implicacidn de pacientes en los proyectos de IA y Big Data en salud debe trascender la mera consulta
y orientarse hacia un verdadero codisefio. Para ello, se recomienda incorporar metodologias
participativas estructuradas (p. ej., design thinking, talleres colaborativos, world café) en las fases
iniciales de definicion de objetivos, asegurando que las soluciones desarrolladas respondan a
necesidades reales y socialmente aceptadas.
Asimismo, se sugiere la utilizacién de herramientas estandarizadas de evaluacién de impacto
percibido, como cuestionarios de experiencias (PREMs) y resultados reportados por pacientes
(PROMs), adaptados a tecnologias de IA. Estos instrumentos permiten valorar aspectos clave como la
confianza en el sistema, la comprensibilidad de los resultados o la percepciéon de equidad y no
discriminacién.
Finalmente, se recomienda la creacién de mecanismos de gobernanza inclusiva, como comités
asesores de pacientes integrados en los proyectos, con funciones de revision y aportacion de
recomendaciones. Esta participacion estructurada fortalece la legitimidad ética y social de los
desarrollos, y contribuye a anticipar y mitigar riesgos relacionados con la aceptacién y el impacto real
en la calidad de vida de las personas.
Requisitos minimos:
e Codiseiio y participacion temprana: inclusion de representantes de pacientes en fases de
disefo, pruebas piloto y comités de seguimiento, promoviendo un enfoque de codisefio que
integre su perspectiva en la toma de decisiones y facilite la identificacidn temprana de barreras.

e Transparencia reforzada: elaboracion de materiales informativos claros, accesibles vy
comprensibles que expliquen la finalidad, beneficios y limitaciones del sistema, los datos que
utiliza, los riesgos potenciales y las salvaguardas implementadas. Estos materiales deben estar
alineados con los principios de explicabilidad del Al Act.

e Accesibilidad y equidad: adaptacion de los materiales a diferentes niveles de alfabetizacién
digital y linglistica, en formatos inclusivos (lectura facil, audio, braille, traducciones),
garantizando la equidad y evitando discriminacion, en linea con el EHDS y las recomendaciones
internacionales.

o Etica y consentimiento informado: cuando el uso de IA pueda influir en decisiones clinicas,
debe proporcionarse informacion suficiente y documentar el consentimiento del paciente,
incluyendo la posibilidad de revocacion. Incluso cuando no sea obligatorio, informar sobre el
uso de IA refuerza la autonomia y la confianza del paciente.
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e Feedback bidireccional y trazabilidad: habilitar mecanismos de retroalimentacién mas alla de
encuestas puntuales, como PROMs, PREMs y canales de sugerencias. Debe existir un proceso
documentado para analizar, priorizar y responder a estas aportaciones, con trazabilidad de las
acciones derivadas para demostrar mejoras concretas.

Evidencias esperadas: materiales informativos accesibles; actas que acrediten la participacién de
pacientes en comités o pilotos; resultados de encuestas y otros mecanismos de feedback; y un registro
de acciones de mejora implementadas a partir de sus aportaciones.

En conjunto, la participacion activa y la comunicacién transparente con los pacientes fortalecen Ila
dimensidn ética, la inclusidn y la confianza social, y aseguran que la implantacién de la IA en salud esté
alineada con las recomendaciones internacionales y los marcos regulatorios europeos.

10.10. Cierre, transferencia y retirada

El final del ciclo de vida de un sistema de IA en salud no debe abordarse como un simple tramite
técnico, sino como una fase critica para garantizar la seguridad, la trazabilidad y la preservacion del
valor generado. Una retirada desordenada puede comprometer la continuidad asistencial, la
proteccion de datos vy la reutilizacién de evidencias.

Requisitos minimos:

e Criterios de retirada: definiciéon de criterios objetivos como pérdida de rendimiento clinico,
aparicion de riesgos para la seguridad del paciente, obsolescencia tecnoldgica o decisiones
estratégicas de la organizacién. Estos criterios deben estar documentados y aprobados por el
comité de gobernanza del sistema.

e Plan de salida: elaboracion de un plan estructurado que contemple la migracién o archivo
seguro de datos, modelos y artefactos asociados, garantizando la trazabilidad completa. El
plan debe incluir la preservacién de documentacion técnica, versiones del modelo, registros de
inferencias y la eliminacion segura de entornos y credenciales para prevenir accesos no
autorizados.

e Evaluacion final: analisis de los resultados clinicos y econédmicos alcanzados, comparandolos
con los objetivos iniciales, y recopilacién de lecciones aprendidas que puedan compartirse en
foros cientificos y técnicos. Esta evaluacién aporta transparencia, mejora continua y
sostenibilidad al ecosistema de IA en salud.

e Aspectos regulatorios: en estudios regulados (ICPS), el cierre debe incluir la revision final por
el CEIm y el envio del informe de cierre, conforme al RD 192/2023 y al MDR. Este proceso
confirma el cumplimiento del protocolo y la revisidn de incidentes. En proyectos no regulados
no es obligatorio, pero se recomienda como buena practica para reforzar la transparencia y la
trazabilidad.

e Comunicacion: informar del cierre a todos los actores implicados (profesionales, pacientes,
organos de supervision), explicando motivos, impacto y medidas adoptadas para garantizar la
seguridad y la continuidad asistencial.
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Evidencias esperadas: plan de retirada aprobado; acta de cierre firmada por el comité responsable;
documentacién de migracion o archivo; registro de eliminacién segura; e informe de evaluacién post-
implantacidn con resultados, lecciones aprendidas y recomendaciones para futuros proyectos.

Salida esperada del apartado 10: plan de implantacion aprobado, protocolo de piloto y criterios de
avance, materiales de formacidn, matriz RACI, tablero de indicadores, plan de continuidad y seguridad,
y procedimientos de gestién de cambios y retirada. Ademads, plan de participacion y comunicacion con
pacientes, con evidencias de codisefio, materiales accesibles y reportes PREMs/PROM:s.

11. Sostenibilidad, escalabilidad y modelo econdmico

Asegurar la viabilidad econémica y operativa del sistema de IA a lo largo del tiempo, planificando
costes, recursos, contratos y métricas que permitan su mantenimiento, escalado multicéntrico y
creacion de valor clinico y organizativo.

11.1. Modelo econdmico y financiacion

La sostenibilidad de un sistema de IA en salud no depende solo de su rendimiento técnico, sino también
de su viabilidad econémica. Un modelo sin un caso de negocio sélido corre el riesgo de quedar
inoperativo tras la fase piloto, incluso si aporta valor clinico. Por ello, es imprescindible definir desde el
inicio como se financiara, qué retorno se espera y qué riesgos pueden comprometer su continuidad.
Requisitos minimos:

e Caso de negocio: descripcidn del problema clinico y organizativo que se aborda, los beneficios
esperados, las alternativas existentes y los riesgos potenciales que pueden afectar a la
adopciodn.

e Horizonte y perspectiva: definicién del periodo de andlisis y de la perspectiva adoptada
(hospital, servicio de salud o SNS), considerando distintos escenarios de adopcidn progresiva.

e TCO y ROI/ICER: célculo del Total Cost of Ownership (TCO) para estimar el coste total del ciclo
de vida, del Return on Investment (ROI) para medir el retorno esperado y, cuando proceda, del
Incremental Cost-Effectiveness Ratio (ICER) junto con un andlisis de impacto presupuestario.

e Anadlisis de sensibilidad: construccidon de escenarios optimista, central y pesimista, variando
parametros criticos como volumen de uso, costes de infraestructura, licencias o recursos
humanos, con el fin de anticipar riesgos y margenes de maniobra.

o Ciberseguridad: el proyecto incluird una partida presupuestaria especifica y trazable para
ciberseguridad. El porcentaje se justificara segun el analisis de riesgos y la exposicion
asistencial (uso clinico, criticidad de procesos y datos, interconexiones). Se desglosara en
CAPEX/OPEX y se garantizara la trazabilidad del gasto con hitos, evidencias y responsable
econdmico. Los informes de IBM situan el coste medio por brecha en salud en torno a 9,8-
10,9 M USD por incidente, por lo que presupuestar mitigacion y respuesta es critico.

e Financiacion y compra: identificacién de las fuentes de financiacion (presupuesto propio,
convocatorias publicas, compra publica de innovacién, cofinanciacién) y de las modalidades de
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pago (licencia, suscripcidn, por uso, por resultado). Este plan debe alinearse con un
cronograma que vincule hitos técnicos y financieros.

Evidencias esperadas: documento de caso de negocio; hoja de calculo con supuestos y analisis de
sensibilidad; plan de financiacién detallado; y cronograma que conecte fases técnicas y necesidades
econdémicas.

En conjunto, el modelo econdmico y de financiacién debe garantizar la viabilidad, sostenibilidad y
escalabilidad del sistema de IA, permitiendo su integracién estable en la practica clinica y en la
estrategia del SNS.

11.2. Costes y recursos (CAPEX/OPEX)

Un sistema de IA en salud no es un gasto puntual, sino una inversién a lo largo de todo su ciclo de vida
gue combina costes iniciales (CAPEX) y costes recurrentes (OPEX). Identificar y desglosar estos costes
es esencial para garantizar la sostenibilidad, la escalabilidad y la continuidad operativa, evitando
interrupciones por falta de recursos.

Requisitos minimos:

e CAPEX (costes de capital): incluyen la integracidon técnica, la infraestructura necesaria
(servidores, GPU, almacenamiento), el etiquetado y la curacién de datos, el desarrollo o la
parametrizacion del sistema y las pruebas y certificaciones. Aungque se concentran en fases
iniciales, condicionan la capacidad de escalado futuro.

Ciberseguridad (CAPEX):
o Auditorias técnicas y pruebas de intrusion previas a producciéon, con remediacion
verificada;

o Hardening inicial y configuracion segura de entornos on-prem/nube (IAM, cifrado,
microsegmentacion, gestion de secretos);

o Puesta en marcha de SOC/SIEM (licencias/activacidn) y de la observabilidad (métricas,
logs, trazas);

o Establecimiento del pipeline CI/CD con controles de seguridad (SAST/DAST), SBOM vy
analisis de dependencias (SCA);

o Definicidn y pruebas iniciales de RTO/RPO y del plan de recuperacion.
e OPEX (costes operativos): abarcan las licencias, el uso de servicios en la nube, el soporte y el
mantenimiento, las practicas de MLOps y la monitorizacion, la ciberseguridad, la formacion

continuay el refresco de competencias, los seguros y las auditorias periddicas. Son recurrentes
y deben contemplarse para todo el ciclo de vida del sistema.

Ciberseguridad (OPEX):
o Operacién del SOC/SIEM y respuesta orquestada a incidentes.

o Monitorizacidon continua y gestion de vulnerabilidades (parcheo, seguimiento de
SBOM, SCA).

o Copias de seguridad, verificacidn periddica de restauraciones y revisiéon de RTO/RPO.
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o Auditorias periddicas y pruebas de intrusion regulares con cierre de hallazgos.
o Formacidn obligatoria y reciclajes con registro de completado.

o Servicios de respuesta a incidentes (peritaje, preservacién de evidencias, notificacién
y comunicacion).

e Costes de datos: comprenden la extracciéon, la normalizacidn, los mapeos terminoldgicos, la
anonimizacién/seudonimizacién y la gobernanza de los datos. Estos procesos son criticos para
garantizar la calidad, la reproducibilidad y el cumplimiento normativo.

e Recursos humanos: planificacién de dedicaciones de perfiles clinicos, de ciencia de datos, TI,
seguridad, calidad/regulacion y gestion del cambio. La disponibilidad de personal cualificado
es un factor critico para la operacién sostenida y la mejora continua.

Evidencias esperadas: presupuesto detallado CAPEX/OPEX (con linea especifica de ciberseguridad),
matriz de responsables asignados y plan de aprovisionamiento que vincule recursos a las fases del ciclo
de vida.

En conjunto, la correcta planificacién de costes y recursos asegura que la inversién en IA se traduzca
en impacto clinico real, continuidad operativa y sostenibilidad econémica en el tiempo.

11.3. Escalabilidad y despliegue multicéntrico

Para que un sistema de IA genere un impacto real en el Sistema Nacional de Salud, debe poder
extenderse a otros servicios y centros con el minimo trabajo adicional posible. Este objetivo exige
planificar la portabilidad técnica, gestionar la heterogeneidad de datos y establecer una gobernanza
solida entre instituciones.

Requisitos minimos:

e Portabilidad técnica: el modelo y los servicios asociados deben entregarse en formatos
estandar (contenedores, ONNX cuando aplique), acompafiados de scripts y documentacion
que faciliten el despliegue en distintos entornos. El sistema debe ofrecer parametrizacion local
para adaptar terminologias, umbrales clinicos y flujos asistenciales sin necesidad de reentrenar.
Ademas, se requiere la documentacién detallada de los perfiles FHIR y DICOM utilizados para
garantizar la interoperabilidad.

o Heterogeneidad de datos: cada hospital puede presentar variaciones en codificaciones,
procesos y calidad de datos. Es necesario establecer una estrategia de adaptaciéon mediante
mapeos y validaciones de transferencia que aseguren que el modelo mantiene su rendimiento
y calibracion en entornos diversos. Estas pruebas deben incluir analisis por subgrupos y
validacidn local antes del despliegue operativo.

e Gobernanza y acuerdos: la operacién multicéntrica debe apoyarse en acuerdos formales que
definan responsabilidades, niveles de servicio (SLA/SLO), mecanismos de soporte y un comité
técnico multicéntrico. Estos acuerdos deben contemplar la proteccién de datos mediante DTA
y, cuando corresponda, contratos de corresponsabilidad o encargo del tratamiento, asi como
planes de continuidad.
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e Aprendizaje federado: cuando se emplee, la arquitectura y la gobernanza deben permitir
entrenar y validar modelos sin mover datos crudos, preservando la privacidad y cumpliendo
el RGPD. Esto requiere definir nodos, protocolos de actualizacidon, medidas de seguridad y
métricas armonizadas para evaluar el rendimiento global y por centro.

Evidencias esperadas: guia de despliegue multicentro; contrato tipo con clausulas de gobernanza y
proteccién de datos; registro de centros participantes con sus perfiles y mapeos; y resultados de
validacién local y consolidada.

En conjunto, la escalabilidad y el despliegue multicéntrico son condiciones necesarias para que los
sistemas de IA en salud alcancen un impacto sostenible y equitativo en el SNS, evitando duplicidades
y asegurando la interoperabilidad entre instituciones.

11.4. Sostenibilidad operativa y continuidad

Un sistema de IA no debe considerarse implantado con éxito hasta que se garantice su operacién
estable, segura y trazable a lo largo del tiempo. La sostenibilidad implica disponer de recursos,
procesos y herramientas que aseguren la continuidad del servicio, incluso ante incidencias, cambios
tecnoldgicos o caidas de proveedores.

Requisitos minimos:

e Plan de servicio: definicién de niveles de servicio (SLA) y objetivos de nivel de servicio (SLO),
asi como de las ventanas de mantenimiento, procedimientos de soporte y mecanismos de
escalado de incidencias. Estos acuerdos son esenciales para mantener la confianza de los
usuarios y la seguridad del paciente.

e Continuidad de negocio: respaldo mediante copias de seguridad periddicas, definicién de
objetivos claros de punto de recuperacion (RPO) y tiempo de recuperacion (RTO), y realizacion
de pruebas regulares de restauracion. Debe incluirse un plan especifico para escenarios de
caida de proveedores, con alternativas técnicas y procedimientos de contingencia.

e Evolucion controlada: establecimiento de una politica de versiones, criterios objetivos para
identificar cambios significativos, procedimientos de homologacién por versidon y mecanismos
de rollback seguro en caso de fallo. Cada actualizacién debe probarse en un entorno
controlado antes de su despliegue en produccion.

e Gestion del conocimiento: mantenimiento de un repositorio documental actualizado que
incluya procedimientos normalizados (SOP), manuales operativos, registros de cambios y
lecciones aprendidas, accesible a todos los roles implicados en la operacion y el mantenimiento
del sistema. Esto garantiza la continuidad incluso ante rotacion de personal o relevo en roles
criticos.

Evidencias esperadas: plan de continuidad aprobado; resultados de pruebas de recuperacién; registro
de cambios (changelog) documentado; y repositorio actualizado con manuales, SOP y documentacién
técnica y procedimental.
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En conjunto, la sostenibilidad operativa a largo plazo es una condicidn indispensable para que los
sistemas de IA en salud aporten un valor clinico y organizativo real, manteniendo la confianza de
usuarios y pacientes en el tiempo.

11.5. Evaluacidon econdmica y resultados en salud

La adopcién de un sistema de IA en salud debe justificarse no solo por su viabilidad técnica, sino
también por el valor clinico y econédmico que aporta. Evaluar estos aspectos de forma rigurosa es clave
para fundamentar decisiones de financiacidn, escalado y sostenibilidad.

Requisitos minimos:

e Métricas clinicas y de uso: inclusién de resultados clinicos relevantes (p. ej., reduccion de
eventos adversos, mejora diagndstica), indicadores de seguridad del paciente, utilizacién de
recursos y tiempos de proceso. Debe monitorizarse también la adopcion real del sistema, la
tasa de anulaciones (override) y la experiencia de profesionales y pacientes mediante PROMs
y PREMs.

e Evaluacion econémica: andlisis de coste-efectividad o coste-utilidad (p. ej., ICER) y, cuando
proceda, impacto presupuestario para la adopcidn a escala. El andlisis debe considerar costes
directos (infraestructura, licencias, mantenimiento) e indirectos (tiempo clinico, formacion,
gestién del cambio), en comparacion con beneficios esperados en salud y eficiencia operativa.
Se recomienda realizar analisis de sensibilidad con escenarios optimista, central y pesimista.

e Equidad: evaluacion de la distribucién de beneficios y resultados entre subgrupos relevantes
(sexo, edad, centro, comorbilidad), identificando posibles desigualdades en el acceso o en el
rendimiento. Este andlisis responde tanto a principios éticos como a requisitos emergentes en
marcos regulatorios y de evaluacién de tecnologias sanitarias.

¢ Benchmarking y transparencia: siempre que sea posible, comparar resultados con estandares
clinicos o con otros sistemas, y publicar hallazgos para favorecer la transparencia y la
reutilizacion de evidencias.

Evidencias esperadas: protocolo de evaluacién aprobado; informes periddicos con resultados clinicos,
econdmicos y de adopcion; analisis de sensibilidad documentado; métricas de experiencia de usuario
y paciente; y anexos que recojan supuestos, cdlculos y resultados por subgrupos.

En conjunto, la evaluacion econédmica y de resultados en salud es esencial para demostrar que un
sistema de IA no solo funciona técnicamente, sino que aporta valor real, equitativo y sostenible al
sistema sanitario.

11.6. Contratacion, propiedad intelectual y licencias

Cuando un proyecto entra en fase de operacion o escalado, es imprescindible formalizar contratos con
proveedores tecnolégicos (software, nube, mantenimiento). El objetivo es garantizar la continuidad
del servicio, la protecciéon de datos y el cumplimiento normativo (RGPD/LOPDGDD, MDR/IVDR, Al Act),
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evitando riesgos como la dependencia excesiva de un proveedor (vendor lock-in) o la falta de
trazabilidad.
Un marco contractual claro es esencial para reducir riesgos legales, garantizar la sostenibilidad y
proteger los derechos de todas las partes. La falta de definicidon en aspectos como la titularidad de los
datos, el acceso a evidencias o las condiciones de salida puede comprometer la operacién y la
seguridad del paciente.
Requisitos minimos:
e Derechos vy titularidad: el contrato debe definir con precision la titularidad y condiciones de
uso de los datos, modelos, cédigo, documentacién y mejoras derivadas. Debe incluir clausulas
gue garanticen el acceso a logs y trazas para auditorias regulatorias y de seguridad.

e Licenciasy uso: especificar las condiciones de uso (nimero de usuarios, instancias, territorios),
los limites de uso y las obligaciones asociadas. Deben incorporarse acuerdos de nivel de
servicio (SLA/SLO) y penalizaciones en caso de incumplimiento, para asegurar calidad,
disponibilidad y continuidad.

e Portabilidad y salida: garantizar el derecho de uso continuado en caso de rescision, la entrega
de artefactos y datos derivados, y un plan de transicion con asistencia técnica. Se recomienda
incluir mecanismos como escrow de cddigo y modelos para escenarios de quiebra o cese de
actividad del proveedor.

e Cumplimiento: reflejar las obligaciones derivadas de RGPD/LOPDGDD (proteccién de datos,
seguridad, notificacién de incidentes), y, cuando aplique, el alineamiento con MDR/IVDR y Al
Act para sistemas de alto riesgo. El contrato debe contemplar también la subcontratacién y
transferencias internacionales, exigiendo autorizacion previa y garantias adecuadas.

e Compatibilidad y mejoras: definir la propiedad intelectual sobre mejoras y derivados, e incluir
la obligacidon de mantener compatibilidad con estandares abiertos que faciliten la portabilidad
técnica y reduzcan riesgos de bloqueo tecnolégico.

e Conflictos de interés con proveedores: cuando el proveedor haya participado previamente en
actividades de investigacion, co-creacion o pruebas de concepto relacionadas con el sistema
de IA, deben establecerse procedimientos especificos para la identificacion y gestion de
posibles conflictos de interés (declaracién formal de vinculos, trazabilidad de las interacciones
previas y evaluacién independiente de las ofertas), de modo que la transicién desde la
colaboracidn cientifica hasta la contratacidon quede documentada y separada funcionalmente.

Evidencias esperadas: contrato y anexos tipo; matriz de riesgos contractuales; checklist de
cumplimiento normativo; y, cuando proceda, copia del acuerdo de escrow.

En conjunto, un marco contractual bien disefiado asegura que los sistemas de IA en salud operen bajo
condiciones claras, seguras y sostenibles, protegiendo tanto a los proveedores como a las instituciones
sanitarias y, en Ultima instancia, a los pacientes.
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11.7. Riesgos estratégicos y mitigacion

La sostenibilidad de un sistema de IA en salud no depende solo de su disefio técnico, sino también de
la capacidad para anticipar y gestionar riesgos estratégicos que pueden comprometer su valor y
continuidad. Estos riesgos no siempre son evidentes en la fase inicial, pero su impacto puede ser critico
si no se planifican medidas preventivas y mecanismos de seguimiento.
Requisitos minimos:
e Dependencia de proveedor (vendor lock-in): exigir el uso de formatos abiertos, APls
documentadas y, cuando proceda, establecer mecanismos de escrow para cédigo y modelos
gue garanticen la continuidad en caso de rescisidon contractual o quiebra del proveedor.

e Obsolescencia tecnolégica y cambios regulatorios: definir una hoja de ruta tecnoldgica que
contemple actualizaciones planificadas y revisiones anuales de cumplimiento normativo,
especialmente en relacion con MDR/IVDR, Al Act y RGPD/LOPDGDD.

e Drift y degradacion de rendimiento: disponer de planes de recalibraciéon, reentrenamiento y
reevaluaciodn clinica, con criterios objetivos que determinen cudndo es necesario actuar para
evitar riesgos clinicos derivados de la pérdida de precisién o validez del modelo.

e Variabilidad de demanda y costes en la nube: implementar limites de consumo, sistemas de
alerta temprana y estrategias de optimizacién de recursos (reservas, planes de ahorro) para
evitar desviaciones presupuestarias y garantizar la sostenibilidad econdmica.

Evidencias esperadas: registro de riesgos que incluya impacto y probabilidad; planes de mitigacion
documentados; y evidencias de seguimiento periddico de los riesgos identificados y de la efectividad
de las medidas adoptadas.
En conjunto, la gestidn proactiva de riesgos estratégicos asegura que los sistemas de IA en salud puedan
mantenerse seguros, viables y sostenibles en el tiempo, incluso frente a incertidumbres tecnolégicas,
regulatorias o de mercado.

11.8. Indicadores clave (KPIs) de sostenibilidad

La sostenibilidad de un sistema de IA en salud no se garantiza con un plan inicial: requiere

monitorizacion continua para anticipar riesgos, corregir desviaciones y demostrar valor clinico,

econdmico y organizativo. Los indicadores clave (KPIs) permiten evaluar la viabilidad financiera,

operativa y clinica del sistema, asi como su capacidad de escalado multicéntrico.

Indicadores minimos:

e Financieros: seguimiento del TCO (Total Cost of Ownership) anual, el ROl acumulado, el coste

por episodio/uso y la desviacién presupuestaria respecto a lo planificado. Estos datos son
esenciales para justificar la continuidad y priorizar inversiones.

e Operativos: monitorizacion de la disponibilidad del servicio, la latencia, |a tasa de errores, las
incidencias clasificadas por severidad, el tiempo medio de resolucién y la tasa de rollback.
Estos indicadores reflejan la estabilidad, resiliencia y calidad del servicio.
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Clinicos y de equidad: evaluacidn de las métricas de rendimiento y seguridad por subgrupos
(sexo, edad, centro, comorbilidad), junto con la tasa de override por parte de profesionales y
la satisfaccion de usuarios y pacientes. Estos indicadores garantizan que el sistema mantiene
su fiabilidad y evita desigualdades.

Escalado: nimero de centros o unidades activas, tiempo medio de despliegue y esfuerzo de
parametrizacion requerido. Estos indicadores son clave para planificar la extension
multicéntrica y optimizar recursos.

Sostenibilidad ambiental: seguimiento del consumo energético y de la huella de carbono
asociados a la operacién y, cuando proceda, al entrenamiento de los modelos, asi como de la
eficiencia de los algoritmos y de la infraestructura utilizada. Estos indicadores permiten alinear
el despliegue del sistema de IA con las politicas institucionales de sostenibilidad y facilitar la
rendicién de cuentas en términos de impacto ambiental.

Ciberresiliencia: véase el cuadro de mando de ciberresiliencia del apartado 10.7 para la
definicién, el método de medida y las evidencias asociadas (MTTD, MTTR, RTO/RPO, % de
restauraciones exitosas, n.2 de simulacros/afio, n.2 de incidentes notificados, % de endpoints
legacy segmentados).

Evidencias esperadas: cuadro de mando actualizado con metas y umbrales; informes periddicos (p. €j.,

mensuales); y un plan de acciones derivado de las métricas, que permita corregir desviaciones y

mejorar el desempefio del sistema.

En conjunto, los KPIs de sostenibilidad constituyen la herramienta central de gestién y mejora
continua, asegurando que el sistema de IA aporta un valor tangible, equitativo y sostenible en el

tiempo.

Salida esperada del apartado 11:

Caso de negocio completo, incluyendo TCO, ROI/ICER y analisis de sensibilidad (escenarios
optimista, central y pesimista).

Presupuesto detallado CAPEX/OPEX con matriz de responsables y plan de aprovisionamiento.

Plan de financiaciéon y modalidades de compra, con cronograma vinculado a hitos técnicos y
econdémicos.

Guia de despliegue multicentro con perfiles/mapeos, acuerdos de gobernanza y evidencias de
validacién local.

Plan de continuidad y sostenibilidad operativa, incluyendo SLA/SLO, RPO/RTO, pruebas de
recuperacion y repositorio de conocimiento.

Contratos y anexos de cumplimiento (DTA, SLA/SLO, cldusulas de portabilidad, escrow cuando
proceda) y checklist de obligaciones normativas (RGPD, MDR/IVDR, Al Act).

Registro de riesgos estratégicos, con impacto/probabilidad, medidas de mitigacién vy
evidencias de seguimiento.

Cuadro de mando de KPIs de sostenibilidad, con metas, umbralesy plan de acciones derivadas.
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7§ GOBIERNO  MINISTERIO

Referencias

Normativa europea y espaiiola

Reglamento (UE) 2017/745 del Parlamento Europeo y del Consejo, de 5 de abril de 2017,
sobre los productos sanitarios (MDR). DOUE L 117, 5.5.2017.

Enlace: https://eur-lex.europa.eu/legal-content/ES/TXT/PDF/?uri=CELEX:32017R0745.
Reglamento (UE) 2017/746 del Parlamento Europeo y del Consejo, de 5 de abril de 2017,
sobre los productos sanitarios para diagnodstico in vitro (IVDR). DOUE L 117, 5.5.2017.
Enlace: https://www.boe.es/doue/2017/117/L00176-00332.pdf

Reglamento (UE) 2016/679 (RGPD), de 27 de abril de 2016, relativo a la proteccion de las
personas fisicas en lo que respecta al tratamiento de datos personales. DOUE L 119, 4.5.2016.
Enlace: https://www.boe.es/doue/2016/119/L00001-00088.pdf

Ley Organica 3/2018, de 5 de diciembre, de Proteccién de Datos Personales y garantia de los
derechos digitales (LOPDGDD). BOE-A-2018-16673.

Enlace: https://www.boe.es/buscar/act.php?id=BOE-A-2018-16673

Real Decreto 192/2023, de 21 de marzo, por el que se regulan los productos sanitarios. BOE-
A-2023-7416.

Enlace: https://www.boe.es/buscar/doc.php?id=BOE-A-2023-7416

Reglamento (UE) 2024/1689 (Ley de Inteligencia Artificial — Al Act). DOUE L, 12.7.2024.

Enlace: https://www.boe.es/buscar/doc.php?id=DOUE-L-2024-81079

Guias reguladoras (MDCG/AEMPS)

MDCG 2019-11 rev.1 (2025): qualification and classification of software as medical device
(MDR/IVDR). Comision Europea.

Enlace: https://health.ec.europa.eu/latest-updates/update-mdcg-2019-11-revl-qualification-
and-classification-software-regulation-eu-2017745-and-2025-06-17 en

MDCG 2020-1 (2020): clinical evaluation/performance evaluation of medical device software.
Comisién Europea.

Enlace: https://health.ec.europa.eu/system/files/2020-
09/md mdcg 2020 1 guidance clinic eva md software en O.pdf
MDCG - indice de documentos y otras guias. Comisién Europea.

Enlace: https://health.ec.europa.eu/medical-devices-sector/new-regulations/guidance-mdcg-
endorsed-documents-and-other-guidance en
AEMPS - legislacidn y guias sobre productos sanitarios (incluye RD 192/2023).

Enlace: https://www.aemps.gob.es/la-aemps/legislacion/legislacion-sobre-productos-

sanitarios/
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Buenas practicas clinicas e investigacion

ICH E6(R3) Guideline for Good Clinical Practice (GCP). ICH, Step 4/Final (06.01.2025).

Enlace: https://www.ema.europa.eu/en/ich-e6-good-clinical-practice-scientific-guideline#ich-
ebr3-principles-and-annex-1-current-version-effective-from-23-july-2025-8264

ISO 14155:2020 - investigacion clinica de productos sanitarios en sujetos humanos (GCP).
Organizacion Internacional de Normalizacion.

Enlace (ficha oficial): https://www.iso.org/standard/71690.html|

Normas técnicas (calidad, software y riesgo)

IEC 62304 - procesos del ciclo de vida del software de producto sanitario. ISO/IEC Webstore.

Enlace: https://www.iso.org/standard/38421.html
ISO 14971:2019 - gestion de riesgos para productos sanitarios. 1SO.

Enlace: https://www.iso.org/obp/ui/es/#iso:std:72704:es

Ciberseguridad y resiliencia

Reglamento (UE) 2025/38 del Parlamento Europeo y del Consejo, de 19 de diciembre de 2024,
por el que se establecen medidas destinadas a reforzar la solidaridad y las capacidades en Ia
Unidn a fin de detectar ciberamenazas e incidentes, prepararse y responder a ellos.

Enlace: https://www.boe.es/buscar/doc.php?id=DOUE-L-2025-80049
Ley de Ciberresiliencia (CRA, Cyber Resilience Act): en vigor 10/12/2024; obligaciones
principales desde 11/12/2027.

Enlace: https://digital-strategy.ec.europa.eu/en/library/cyber-resilience-act

Directiva (UE) 2022/2555 del Parlamento Europeo y del Consejo de 14 de diciembre de 2022
relativa a las medidas destinadas a garantizar un elevado nivel comun de ciberseguridad en
toda la Unidn. Conocida como NIS2.

Enlace: https://www.boe.es/buscar/doc.php?id=DOUE-L-2022-81963

Real Decreto 311/2022, de 3 de mayo, por el que se regula el Esquema Nacional de Seguridad.
(ENS):

Enlace: https://www.boe.es/buscar/act.php?id=BOE-A-2022-7191

CSIRT de referencia: INCIBE-CERT (privado) y CCN-CERT (sector publico/AGE); coordinacion y
notificacién definidas en RD-ley 12/2018 y RD 43/2021.

Dictamen del Comité Europeo de las Regiones Ciberseguridad de los hospitales y los
prestadores de asistencia sanitaria.

Enlace: https://eur-lex.europa.eu/legal-content/ES/TXT/PDF/?uri=0J:C 202504415

ISO/IEC 27001 es un estandar para la seguridad de la informacién (Information security,
cybersecurity and privacy protection - Information security management systems -
Requirements)
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Enlace: https://www.iso.org/es/norma/27001

ISO/IEC 27002 es una norma internacional que brinda orientacidn a las organizaciones que
desean establecer, implantar y mejorar un sistema de gestion de seguridad de la
informacion (SGSI) centrado en la ciberseguridad.

Enlace: https://www.iso.org/es/contents/data/standard/07/56/75652.html

ISO/IEC 27701 es una norma internacional que especifica los requisitos y aporta orientacion
para establecer, implementar, mantener y mejorar continuamente un sistema de gestion de
informacion de privacidad (PIMS).

Enlace: https://www.iso.org/es/contents/data/standard/08/58/85819.html

IEC 81001-5-1:2022 establece los requisitos de seguridad para el software sanitario y los HITS.
Enlace: https://www.iso.org/standard/76097.html

ISO/IEC 30111 es una norma internacional que describe el manejo adecuado de la
informacion de posibles vulnerabilidades en productos.

Enlace: https://www.iso.org/standard/69725.html

ISO/IEC 29147 es una norma internacional que proporciona directrices para los procesos de
divulgacidon de vulnerabilidades..

Enlace: https://www.iso.org/es/contents/data/standard/07/23/72311.html

Datos, ética y gobernanza de la IA en salud
Ethics guidelines for trustworthy Al. High-Level Expert Group on Al, Comisién Europea
(08.04.2019).

Enlace: https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
Ethics and governance of artificial intelligence for health. OMS (2021).

Enlace: https://www.who.int/publications/i/item/9789240029200

Interoperabilidad y terminologias

HL7 FHIR — overview y especificacion. HL7.

Enlace: https://hl7.org/fhir/overview.html
DICOM - estandar y edicion vigente. NEMA/MITA.

Enlaces: https://dicomstandard.org y https://dicom.nema.org/medical/dicom/current
openEHR — especificaciones.

Enlace: https://specifications.openehr.org/
OMOP Common Data Model — documentacion. OHDSI.

Enlace: https://ohdsi.github.io/CommonDataModel/
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13. Anexos operativos

13.1. Checklists transversales (verificacion rapida)

Proyecto / Sistema de IA:
Version del documento:

Fecha de revision: / /
Revisor(es):
Observaciones generales:

Uso: marcar Sl (cumplido), No (pendiente), N/A (no aplica). Afiadir enlace a evidencia.
A) Datos y gobernanza
e Existe DMP aprobado y versionado.

o Sild No O N/AO
o Evidencia: (afiadir enlace a evidencia)

e Diccionario de variables y linaje/documentacion ETL/ELT.
o Sild No O N/AO
o Evidencia: (afadir enlace a evidencia)

e Informe de calidad y representatividad (subgrupos).
o Sild No O N/AO
o Evidencia: (afiadir enlace a evidencia)

e Plan de retencion/eliminacién y copias (RPO/RTO).
o Sild No O N/AO
o Evidencia: (afadir enlace a evidencia)

B) Proteccion de datos (RGPD/LOPDGDD)
e Base juridica definida y Registro de actividades de tratamiento.

o Sild No O N/AO
o Evidencia: (afadir enlace a evidencia)
e DPIA/EIPD realizada y firmada.
o Sid NoO N/AO
o Evidencia: (afadir enlace a evidencia)
¢ Seudonimizaciéon/anonimizacidn y control de acceso por rol.
o Sild No O N/AO
o Evidencia: (afiadir enlace a evidencia)
e Contratos de encargo/corresponsabilidad y transferencias internacionales, si procede.

o Sid NoO N/AO
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o Evidencia: (afiadir enlace a evidencia)
C) Regulacién/ética

e Cualificacion del software (¢PS? clase y justificacion).
o Sild No O N/AO
o Evidencia: (afiadir enlace a evidencia)

e Gestion de riesgos (1SO 14971) y plan de evaluacién clinica/desempefio.
o Sild No O N/AO
o Evidencia: (afiadir enlace a evidencia)

e Aprobaciones CElIm/organizativas y, cuando proceda, interaccién con AEMPS.
o Sild No O N/AO
o Evidencia: (afadir enlace a evidencia)

e Mapeo de requisitos Al Act (alto riesgo) y cronograma.

o Sild No O N/AO
o Evidencia: (afadir enlace a evidencia)
D) Disefio/validacién
e Protocolo de validacidon con métricas (incluida calibracién). Evidencia:
o Sid No O N/AOI
o Evidencia: (afiadir enlace a evidencia)

e Validacion externa (al menos una) y analisis por subgrupos.
o Sid No O N/AOI
o Evidencia: (afiadir enlace a evidencia)

e Reproducibilidad (versionado de datos/cddigo/artefactos).
o Sid No O N/AOI

o Evidencia: (afiadir enlace a evidencia)
E) Explicabilidad y trazabilidad

e Guia de explicabilidad por rol (clinico, datos, auditor). Evidencia:
o Sid NoO N/AO
o Evidencia: (afiadir enlace a evidencia)

e Politica de logging de inferencias y conservacion.
o Sid NoO N/AO
o Evidencia: (afiadir enlace a evidencia)

F) Monitorizacion y MLOps
e Plan de métricas (servicio y clinicas), drift y recalibracién.
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o Sild No O N/AO
o Evidencia: (afiadir enlace a evidencia)

e Changelog, criterios de cambio significativo y CI/CD.

o Sild No O N/AO
o Evidencia: (afiadir enlace a evidencia)
G) Interoperabilidad e integracion
e Perfiles HL7 FHIR y DICOM definidos y validados.
o Sild No O N/AO
o Evidencia: (afadir enlace a evidencia)

e Catalogo de interfaces, pruebas end-to-end y modo shadow.

o Sild No O N/AO
o Evidencia: (afadir enlace a evidencia)
H) Seguridad del paciente y operacion
e Andlisis de peligros, salvaguardas y override clinico.
o Sid No O N/AOI
o Evidencia: (afiadir enlace a evidencia)

e Plan de incidentes y notificacidn; SLA/SLO.
o Sid No O N/AO

o Evidencia: (afiadir enlace a evidencia)
1) Verificacion rapida de ciberseguridad (SBOM/VDP/backups)
e SBOM por version:
o Sid NoO N/AO
o referencia de version:

e VDP publicado (divulgacién de vulnerabilidades):

o Sid NoO N/AO
o url/correo: — sla:

e Parcheo de CVES criticas < 30 dias:

o Sid NoO N/AO
o evidencias/fecha:

e Prueba de restauracion (< 12 meses):

o Sild No O N/AO
o fecha ultima prueba:

o resultado:
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= oKkO

= conincidencias (J

Gestion de claves (kms/hsm) y rotacidn:

o SiOd NoO N/AOI

o Periodicidad:

Registro/auditoria de accesos e inferencias:

o SiOd No O N/AOI

o Retencién: meses

J) Sostenibilidad y contratacion
e TCO/ROIy plan de financiacion/compra.

o Sild No [ N/AO
o Evidencia: (afiadir enlace a evidencia)
e Contratos/licencias (propiedad, portabilidad y salida).

o Sid NoO N/AO

o Evidencia: (afadir enlace a evidencia)
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13.2. Formulario de evaluacion PI (TRL 1-3)

Identificacion del proyecto: titulo, IP, centro, linea clinica, TRL  objetivo.
Resumen no técnico (< 200 palabras): ___
Bloques y puntuacion (0-3 por item):

1. Disefio cientifico y relevancia clinica (8 pts) > /8

Datos: calidad y representatividad (10 pts) > /10
Metodologia y rendimiento (8 pts) > /8

2

3

4. Eticay proteccién de datos (4 pts) > /4

5. Plan de madurez y transferencia (4 pts) > /4
6

Innovacidn y encaje estratégico (2 pts) > /2

Total Pl (36): __/36 - No viable / Viable / Viable y financiable
Evidencias adjuntas (enlaces): protocolo, DMP, informe de calidad, resultados, DPIA, etc.
Acciones recomendadas y plazos:

13.3. Formulario de evaluacion ICPS (TRL 24)

Proyecto / Sistema de IA:
TRL actual:

TRL objetivo:

Fecha de revision: / /
Revisor(es):

Identificacion del estudio: titulo, promotor/fabricante legal, centro/es, clase de PS, intended
purpose, TRL. (< 200 palabras): ___
Autorizaciones/Registros: CEIm (fecha y referencia), AEMPS (notificacién/autorizacién, si aplica),
EUDAMED (si aplica).
Disefio del estudio: tipo (exploratorio/confirmatorio; pre/post-market), poblaciéon, endpoints, tamafio
muestral y analisis.
Integracion y flujo del estudio: datos requeridos, integracion con HCE/FHIR/DICOM si procede,
procedimientos y roles.
Riesgos y salvaguardas: gestion de riesgos, GSPR, plan de incidentes y supervisién humana.
Datos/Equidad: calidad y representatividad, subgrupos, DataSheet/ModelCard.
Operacion y seguridad: bloqueo de versiones para protocolo, logging y auditoria, proteccion de datos
(RGPD/LOPDGDD, DPIA).
Transicion posestudio: plan de PMS/PMCF o despliegue asistencial, condiciones para adopcion.
Bloques y puntuacion (0-3 por item):

1. Valor clinico y seguridad del paciente (10 pts) > /10
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Regulacion y conformidad (10 pts) - /10
Interoperabilidad e integracion (8 pts) > /8
Monitorizacion y MLOps (8 pts) = /8

Datos y equidad (6 pts) > /6

2.
3.
4.
5.
6.

Total ICPS (48): __/48 - No viable / Viable / Viable y financiable
Evidencias adjuntas: validacion externa, CEIm/AEMPS, perfiles FHIR/DICOM, plan de monitorizacidn,
contrato/SLAs, evaluacion econdmica.
Condiciones de despliegue (si aplica):

Sostenibilidad y escalabilidad (6 pts) > /6

13.4. Plantilla DataSheet (dataset)
e Origeny periodo:
e Poblacién y criterios: inclusidon/exclusion, centros.
e Variables y terminologias: diccionario, codificaciones (SNOMED CT, LOINC, ICD-10-ES, etc.).
e Procesos de limpieza/etiquetado: reglas y validaciones.
e Representatividad y sesgos conocidos: andlisis por subgrupos.
e Limitaciones y calidad: missingness, outliers, coherencia temporal.
e Acceso y licencias: restricciones y procedimiento de solicitud.

e Versionado y linaje: identificadores y cambios respecto a versiones previas.

13.5. Plantilla ModelCard (modelo)
e Objetivo clinico e finalidad prevista (intended use):
e Poblacion dianay contexto de uso: ____
o Datos y preprocesado: versiones y filtros.
e Arquitectura y entrenamiento: resumen reproducible.
e Métricas clave: rendimiento y calibracidén global y por subgrupos.
e Riesgos, salvaguardas y supervision humana:

e Usos permitidos/prohibidos: limites explicitos.
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Monitorizacidon y mantenimiento: métricas en produccion, umbrales y criterios de cambio
significativo.

Limitaciones conocidas y escenarios no recomendados:

o Limitaciones técnicas:

o Condiciones clinicas o contextos donde no se recomienda su uso:

Versionado: identificador de modelo y fecha.

Plan de monitorizacidon posdespliegue (plantilla)
Objetivos y responsables: comité, roles y RACI.

Métricas clinicas y de servicio: disponibilidad, latencia, fallos, rendimiento por subgrupos, tasa
de override.

Deteccidn de drift: tests y ventanas; umbrales y tiempos de reaccion.
Recalibracién/actualizaciéon: procedimiento, entorno shadow, criterios de aceptacion.

Reporte y periodicidad: tablero, informes y comunicacién a usuarios/érganos de supervision.

Gestion de cambios y homologacion por version (plantilla)
Clasificacion del cambio: menor / mayor / significativo.

Riesgo e impacto: clinica, seguridad, rendimiento, integracidn.

Pruebas requeridas: unitarias, integracién, end-to-end, usabilidad.
Aprobaciones: comité técnico/ético; ventana de mantenimiento.
Despliegue y rollback: plan y validacidn post-despliegue.

Documentacion: changelog, versiones de datos/modelo/servicio.

Dossier de interoperabilidad (plantilla)

Perfiles y recursos: HL7 FHIR (recursos y perfiles nacionales), DICOM/DICOM SR.

Mapeos terminolégicos: SNOMED CT, LOINC, ICD-10-ES, ATC/RxNorm (seguin entorno).
Interfaces y eventos: endpoints, autenticacion (OIDC/OAuth2), CDS Hooks/SMART si aplica.

Pruebas y conformidad: validadores, casos de prueba y resultados.
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e Seguridad y auditoria: cifrado, trazas y retencidn de logs.

13.9. Expediente regulatorio minimo (si cualifica como PS)
¢ Intended purpose y clasificacion (MDR/IVDR) con justificacion.
e Gestion de riesgos (1SO 14971) y IEC 62304 (ciclo de vida software).
e Evaluacién clinica/desempefio y plan post-market.
e Cumplimiento Al Act para alto riesgo (gobernanza, datos, trazabilidad, supervision humana).

e Vigilancia y seguridad: incidentes, tendencias y acciones correctivas.

13.10. DPIA/EIPD (esqueleto)
e Descripcion del tratamiento y finalidad:
e Bases juridicas y necesidad/proporcionalidad:
e Riesgos para derechos/libertades: catalogo y evaluacion.
e Maedidas de mitigacidn: técnicas y organizativas (incluye seudonimizacidon/anonimizacién).

e Conclusidn y firma: DPD, responsables y fecha.

13.11. Caso de negocio y evaluacion econdmica (plantilla)
e Problemay alternativas:
e Costes: CAPEX/OPEX, datos e integracion.
e Beneficios: clinicos, operativos y econémicos.
e Analisis: TCO, ROI, ICER (si aplica) y sensibilidad.

e Plan de financiacién/compra: convocatoria, CPI, licencias/uso/resultado.

13.12. Reportes tipo

¢ Informe a CEIm: sinopsis, poblacidn, datos, riesgos/beneficios, consentimiento/ informacion y
salvaguardas.
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Comunicacion a AEMPS (cuando proceda): cualificacidon/clase, riesgos, evaluacién
clinica/desemperio, plan poscomercializacion.

Informe a financiadores (p. ej., ISCIll): objetivos, TRL, evidencias, plan de madurez,
presupuesto y KPls.

Informe operativo interno: estado, incidencias, drift, recalibraciones y acciones.

Politica SBOM y boletin de vulnerabilidades (plantilla)
Alcance y formato SBOM (CycloneDX/SPDX), responsable, periodicidad de emisidn.
Flujo de revision de CVEs (umbral CVSS), parcheo y comunicacion.

Boletin de vulnerabilidades: version afectada, CVE, impacto, workaround, fecha de parche.

Salida: SBOM firmada por version + boletin vigente.

13.14.
[ ]

Procedimiento de divulgacion de vulnerabilidades (VDP)
Canal publico (URL/correo), PGP, alcance, no-legal-threats clause.
SLA de acuse (<7 dias) y de correccidn (segun severidad).

Coordinacion con CSIRTs y notificacidn regulatoria cuando proceda.

Salida: VDP publicado + registro de casos y tiempos.

13.15.

Plantilla de modelado de amenazas (STRIDE) y matriz 14971

Catdlogo inicial STRIDE (spoofing, tampering, repudiation, information disclosure, denial of
service, elevation of privilege) por componente.

Matriz requisito €> amenaza € control €3> evidencia enlazada a ISO 14971 y verificacion
(7.4).

Salida: diagrama de datos/flujo + matriz firmada y versionada.

Salida esperada del apartado 12: checklists cumplimentados, formularios PI/ICPS con puntuacion,
DataSheet/ModelCard actualizados, planes de monitorizacién y cambios aprobados, dossier de
interoperabilidad, expediente regulatorio (si aplica), DPIA, caso de negocio y reportes tipo.
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